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CHAPTER 1. INTRODUCTION AND SUMMARY

1.1 Introduction

A formal quality control program was introduced in the early 1960's by
the Social Security Administration (SSA) to provide guidance in assessing sources of
error in the administration of the Aid to Families with Dependent Children (AFDC)
program in the various states. The Quality Control (QC) program required each
state to institute a review of a sample of cases receiving benefits from AFDC, to
carefully reinvestigate these cases and to evaluate the eligibility and amount of the
payment made for each sample case, and to provide other information. The
principal purpose of the QC review was to identify sources of error, to measure the
magnitude of errors to the extent feasible, and to provide information that could
guide in taking corrective action. The corrective action could be in the form of
improving the administration of the system or of modifying legislation or
regulations that were sources of problems.

The state QC sample has been drawn and administered by each state
within the framework of the Federal regulations that prescribe and guide the QC
program. The program is complicated by the fact that each state has different
eligibility requirements and allowances, and the QC administration in a state needs
to reflect these differences. Sample sizes in the larger states have been about 1200
cases to be reviewed in each successive six-month period, with smaller samples in
the states with small caseloads.!

A Federal subsample was drawn from the QC sample in each state to
guide and facilitate the administration of QC. The eligibility and the AFDC
allowance for the subsampled cases were again intensively reviewed and evaluated.
This review provided a framework for improving the quality and comparability of

10Optional smaller state sample sizes were recently authorized when QC was placed on an annual basis
provided the state signed a statement waiving its right to challenge the validity of the error rate
based on the reduced sample size.
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obtained by at least doubling the size of the Federal subsample and basing the
estimate only on the Federal findings. However, if the Federal sample cases were
not reviewed by the state in advance of the Federal review, the quality of the Federal
review would be adversely affected, and its cost considerably increased, since in the
present procedure the Federal reviewer has an easier job (and presumably does a
better job) because s/he has the advantage of the previous state review. Thus, to
maintain the same quality without the use of the double sampling estimator, not
only would the Federal sample have to be increased by a factor of two to three, but
the sample would also need to be reviewed by the state. For example, if the state
sample size is now 1200 and the Federal sample 360 (giving a total of 1560 reviews),
doubling the sample would mean state and Federal samples of 720 (giving a total of
1440 reviews). This would reduce the cost of the QC reviews by only 8 percent
(assuming about equal costs for the state and the Federal review). If the Federal
sample size had to be somewhat more than doubled to get the same predision, as is
likely, the cost would actually be increased. Even more important is the fact that
reducing the size of the state sample in this manner would greatly reduce the
effectiveness of the QC program in its primary goal, that of identifying causes of
error and guiding appropriate corrective actions.

It should be noted that the double sampling and regression estimation
procedure does not "adjust” the state estimates - instead, it provides estimates of
what would result if the Federal QC review, preceded by a state review, were applied
to the entire caseload. It is simply a procedure for reducing the sampling error of the
estimate from the Federal subsample. It makes use of the fact that the Federal and
state findings on individual cases are highly correlated. Consequently, if the
overpayment errors based on state findings for the cases in the Federal subsample
are above those in the full state sample, then the Federal findings based on that
sample are likely also to be too high. The regression estimator adjusts for the
difference in average state findings in the two samples. A similar sampling error
adjustment results if the state findings in the Federal sample are below the state
findings in the full state sample. Thus, by use of the regression estimator, the
effective sample size of the Federal subsample is increased substantially since there
is a high correlation of case-by-case findings from the state and the Federal reviews.
The estimate based on the Federal review in a state may or may not agree with the
state estimate, depending on the amount of agreement between individual Federal

1-3



Table of Contents

Chapter 1. Introduction and Summary

and state case findings. Thus, the results from the regression estimator are estimates
of what would be obtained if the state QC review, followed by the Federal review,
were applied each month to all cases receiving AFDC. Of course, such a procedure
would be prohibitively costly.

As currently used in AFDC, the regression estimator of the overpay-
ment error rate (referred to also as the payment error rate) for any given state is

X" x +bly -y’
f X G -3) 0
t 1
where
n
x'= 3 x;/n’ is the average overpayment error per case in the Federal
subsample as determined by the Federal review (it is the average
over all cases whether or not there was an overpayment error
involved);
n
y=2Xy/n is the average overpayment error in the state QC sample as
determined by the state review;
r‘l
y'= Y yi/n’ is the average overpayment error as determined by the state QC
review for the cases incdluded in the Federal subsample;
- n
t =3 t/n is the average AFDC payment for the cases in the state QC
sample;
nl
2 xy;-n%k'y
b= n' (2)
T (y;-¥)2
is the regression coefficient estimated from the Federal
subsample;
n is the size of the state QC sample;
n' is the size of the Federal subsample;
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X, Vi, and t; are, respectively, for the i-th case in the designated state or
Federal sample, the amount of overpayment as determined in
the Federal review, the amount of overpayment as determined
in the state QC review, and the AFDC payment for the case;

S, = % {[1-:2 (n-n')]/n, }1/2 /t (3)

n

is the estimated standard error of ﬁ;

r=b— is the coefficient of correlation of x; and y;, estimated from the

Federal subsample;

o = {S6-3) 10}

is the unit standard deviation of the payment errors as
determined in the Federal review and as estimated from the
Federal subsample;

o = (S6-5)@ )"

is the unit standard deviation estimated from the Federal
subsample of payment errors as determined in the state review.

The above and other formulas used (except as otherwise specified)
assume simple random sampling of the state QC sample from the file of AFDC
payment records, and of the Federal subsample from the state QC sample. In
practice, in most states the samples are drawn by proportionate stratified systematic
sampling procedures rather than simple random sampling. The stratification is by
months, with the same fraction of cases sampled each month. The systematic
selection within months ordinarily involves taking every k-th case from an ordered
list with a random start and with the ordering likely to involve geographic or
alphabetic sequencing, or both. Simple random sampling formulas are commonly

1-5
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applied in such situations, and in this application they should give quite good
approximations.3 In a few states, other modes of stratification are sometimes used.

In the original memoranda recommending the use of the regression
estimator to estimate the overpayment error rate and its standard error, T was used
in the denominator instead of t, where T is the average payment per case for the

total AFDC caseload for the period. It turned out that T was not reasonably available
in practice, and t has been substituted. As indicated later in Appendix I, this
substitution has been quite satisfactory.

A question that has concerned us about these estimators is that the
regression estimator and its estimated standard error are based on approximations
that hold for large enough samples, but that may not be reasonably acceptable for
samples of the sizes used for the Federal subsample in some or all of the states. The
size of the Federal subsample for a six-month period has varied generally between
about 70 and 200 cases for the various states, and thus between about 140 and
400 cases for a full year. Ordinarily, samples of these sizes would not be considered
too small if the samples were drawn from populations that are not extremely
skewed. However, the populations in this case are extremely skewed, with no
payment errors found in about 80 to 90 percent of the cases, and with considerably
varying and highly skewed payment errors occurring in the remaining 10 to
20 percent of the cases.

Because of this concern, in a later memorandum# concerning the QC
program in Supplemental Security Income (SSI), we recommended, on the basis of a
preliminary evaluation, the substitution of a difference estimator for the regression
estimator. The difference estimator is of the same form as the regression estimator
except that a constant, k, is substituted for b (b is estimated from the sample and is

3We have compared such stratified sampling with simple random sampling for the Food Stamp QC
program, which is similar to the AFDC-QC program, and found remarkably close agreement of results
for the two procedures (i.e., simple random sampling and stratified proportionate sampling by
months).

4Memorandum dated September 30, 1981, submitted by Westat to Social Security Administration,
Office of Payment Eligibility and Quality.
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subject to sampling variability). The regression estimator is evaluated in Section 2.2,

where it is shown to provide unbiased or at most trivially biased estimates. The

difference estimator is evaluated for AFDC-QC in Appendix B, and compared with

the regression estimator. This evaluation shows little difference between the two

estimators and leads us to conclude that we see no advantages to AFDC in changing
to the difference estimator.

Some of the states have argued that if disallowances are to be imposed
they should not be computed on the basis of the point estimate, as now prescribed.
They suggest that since the overpayment error rates are based on samples, a lower
confidence bound should be used, e.g., a bound computed for the sample such that
there is a low probability that the lower bound of the confidence interval computed
for each of the possible samples is less than the true error rate, and a high probability
that it is greater.

Such an approach would, on the average, systematically and
substantially underestimate the amount which would be disallowed if the true error
rate were known. The state's gains would be the Federal government's loss.
Moreover, the amount of the disallowances would depend importantly on the
sample size (the disallowance for a state would be less for a given error rate, on the
average, if a smaller QC sample size were used). Also, a problem arises because a
state could lower the confidence bound by inadvertently or deliberately doing lower-
quality work in the state QC, thus increasing the sampling error of the regression
estimate of the payment error rate. This is because a reduction in the quality of the
state QC results would increase the number of discrepancies between the state and
Federal evaluations. These increased discrepancies would decrease the correlation
between the state and the Federal findings, and thus (as can be seen from
Equation (3) above) would increase sg, the estimated standard error of the regression
estimator. Since, for example, a 95 percent nominal lower confidence bound is
computed by subtracting 1.645sf from the estimated error rate, the result would be a
lower average value for the computed lower confidence bound and, hence, a
smaller disallowance. Consequently, there might be an incentive for a state to lower
the quality of work, in order to avoid or reduce disallowances.
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We note (as discussed in Section 3.3 and in Appendix D) that a minor
change in the standard procedure for computing lower confidence bounds would
substantially eliminate this problem. This procedure involves assigning a
minimum value for the correlation of Federal and state findings (a minimum rho)
in estimating the variance.

While more research is desirable, we have made enough progress that
some guidance is provided in this report on the first two of the following important
questions that you have asked us to examine. These questions include the
following:

. Are the sampling procedures and the regression methodology
used by the AFDC-QC statistically valid?

. What are the considerations and constraints involved in the
choice of a lower confidence bound versus a point estimate in
determining disallov-ances?

. What are the considerations and constraints in the choice of
sample size for the state quality control samples and for the
Federal review samples?

. Are there any means of decreasing the sampling errors (and
reducing the width of confidence intervals) of estimated state
error rates other than by increasing sample size?

In the following sections of this report, we provide some answers to
the first two of these questions in as nontechnicai language as feasible, on the basis
of the work that has been completed. Fuller technical analyses and more detailed
considerations of some of the issues and the implications of alternatives are
included in the relevant appendices. Some very limited preliminary attention is
given in this report to the last two questions. They will be more fully considered in
a second report.

Before proceeding to the more detailed discussion, we provide a
summary of the principal conclusions from the work that has been done.
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1.2 Some Summary Results and Conclusions

On the basis of the evaluation work that has been completed, we are
able to summarize the results and conclusions as follows:

(1)  The procedures specified for drawing the state samples and the
Federal subsamples are applications of standard and widely used sampling methods,
and if the samples are made large enough, they will yield estimates of overpayment
error rates as close as desired to the value being estimated. The value being
estimated is defined as the expected value that would be obtained if the entire
caseload were reviewed by both state and Federal reviewers (as is done for the
Federal subsample).

(2) The regression methodology for making estimates from the
samples provides statistically valid estimates, unbiased in the sense that, on the
average over all possible samples that could be drawn by the specified procedures for
a state, the regression estimate of the overpayment error rate is equal or very nearly
equal to the value being estimated. This statement holds for each of the differing
sample sizes in use in the various states. Moreover, as sample size increases, the
sampling errors of the regression estimates decrease, and consequently the estimates
are closer, on the average, to the value being estimated.

(3) The sample estimates of the variance of the estimates of
overpayment error rates are also, on the average, reasonably close to the variance
over all possible samples, and the computed sampling errors or confidence intervals
provide, on the average, acceptable measures of precision. However, the sampling
errors of the direct state variance estimates are so large that the use of the estimated
variance from a single state sample for purposes of estimating needed sample sizes
to achieve specified levels of precision, or to provide general measures of precision,
can yield exceedingly variable and misleading results. In Section 2.5 a pooled
variance estimation procedure is developed and presented that greatly improves the
variance estimates for such uses.

(4)  Classical regression analysis requires the assumption of a linear
relationship between the dependent and the independent variables, and normal
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distributions of the dependent variable for given values of the independent
variable(s). The use of the regression estimator in estimating AFDC overpayment
errors has been widely challenged on the grounds that the assumptions of classical
regression are grossly violated. However, these challenges do not recognize the
difference between classical regression analysis and the application of the regression
estimator in sample surveys, as in AFDC-QC. For such applications, the
assumptions are not required. Mathematical proof of the validity of the application
of the regression estimator in sample surveys with sufficiently large samples,
independent of the distribution from which the samples are drawn, is given by
Cochran in a classical paper on regression estimation in sample surveys.® In
addition to that proof, we provide a number of examples involving different AFDC-
QC populations and sample sizes illustrating the fact that the application of the
regression estimator in AFDC for sample sizes similar to the sample sizes in use
does yield valid results, as described in points (1) through (3) above (see Section 2.2
and Appendix B). These illustrative results are provided for each of four sample
sizes for each of three illustrative test populations based on actual AFDC data.

(5)  We also note that in the application of the regression estimator
to AFDC, the regressions involved are of sample means rather than of the original
observations and the relationships between the sample means are indeed closely
linear. Also, while the conditional distributions of the dependent variable for any
given value of the independent variable are slightly skewed, they are reasonably
close to normal (see Section 2.2). Consequently, although meeting the classical
assumptions is not necessary, they are in fact reasonably met in the application of
the regression estimator in AFDC Quality Control.

(6) The distributions of individual case overpayment errors are
highly skewed. Consequently, the nominal 95 percent confidence intervals which
are now computed from the samples on the assumption of normal distributions are
imperfect. If the distributions of overpayment errors were normal, then, on the
average in repeated samples, for the sample sizes in use, close to 2-1/2 percent of the
time the value being estimated would be below the computed 95 percent confidence

5Cochran W.G., Sampling Theory When the Sampling Units are of Unequal Size, Journal of the
American Statistical Association, Vol. 37, Pp- 199-212, 1942.
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interval and close to 2-1/2 percent of the time it would be above. In fact, the "tails"
above and below the confidence intervals of the overpayment error rate estimates
depart considerably from these expectations. For considerably less than 2-1/2 percent
of the samples the lower confidence bound is above the value being estimated, and
for considerably more than 2-1/2 percent of the samples the upper confidence bound
is below the value being estimated. The combined effect is that confidence intervals
cover the values being estimated with somewhat less than the nominal 95 percent
probability. Thus, the precision actually achieved is somewhat less than would be
the case if the 95 percent confidence were actually achieved. Nevertheless, the
95 percent (or 90 percent) confidence intervals provide reasonably satisfactory
indicators of precision. It is important to note that the estimates of overpayment
error rates are unaffected by any imperfections in the computed confidence
intervals.

(7 We have developed and have done some testing of an
improved method for computing confidence intervals that will yield considerably
closer approximations to the nominal probabilities. The results appear in
Section 2.4 and in Appendix C.

(8) The decision on whether to use point estimates or lower
confidence bounds in determining disallowances is a policy one, and depends on the
goals to be served. There are precedents for both approaches, as discussed in (12)
through (13) below.

(9) If the goal is to approximate the true disallowance, i.e., the
disallowance that would be made if the true overpayment error rate were known,
the point estimate satisfies the goal. Business organizations use sampling with
point estimates to settle the sharing of large costs or benefits, as in the distribution of
funds from jointly furnished services (for example, the distribution of funds by the
railroads from shipments that go over two or more lines), or as in the sharing of
joint costs (for example, joint maintenance costs of poles used to carry both
telephone and electric cables). Similarly, sample surveys with point estimates are
widely used in establishing rate bases for utilities (for example, to estimate
replacement cost of plant and equipment from inspections of samples of such
equipment) and in many other applications. Such applications of samples and the

1-11



Table of Contents

Chapter 1. Introduction and Summary

point estimate generally call for samples large enough to yield reasonably precise
estimates.

(10) Computation of annual disallowances from QC samples are
commonly subject to relatively large sampling errors, especially if payment error
rates are less than about 4 percentage points above tolerance. Sampling errors of
disallowances can be as much as 50 to 100 percent or more of a single year's
disallowance. This problem could be substantially eliminated by making some
modifications in the way disallowances are administered, so as to take fuller
advantage of compensations over time (see Section 3.7).

(11)  If the goal is to assess disallowances separately for each year and
then only to the extent that they have been reasonably proved to be at least a
specified amount or more, then a lower confidence bound satisfies the goal. It is
common in auditing, for example, to follow up leads of evidence of possible fraud
from sample audits only if a lower confidence bound of an estimate is exceeded.é

(12) Use of the lower confidence bound would, on the average, result
in AFDC disallowances that are much less than they would be if the true
overpayment error rates were known and used in computing disallowances. The
Federal government would absorb the loss, and this loss would be substantial.
Consequently, if lower confidence bounds were to be adopted for computing
disallowances, cost-benefit considerations indicate that, for states in which large
disallowances are involved, it would be advantageous to the Federal government to
use considerably larger samples than those now used (see Sections 3.4 and 3.5).
Increases in state samples may also be called for.

(13) The determination of appropriate sample sizes for QC for
purposes of evaluating and guiding improvements in the AFDC program involves
difficult issues, and there are no simple answers. Some limited preliminary
discussion of these issues appears in Chapter 3.

6see, for example, Arkin, Herbert, Sampling Methods for Auditors, McGraw-Hill Book Company, New
York, pp. 56-58, 107-109.
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(14) We see no obvious striking gains to be achieved by
modifications in the design of the QC samples other than by increasing the state or
Federal sample sizes. However, some gains may be feasible. Our explorations to
date in this area are quite limited, and further work is needed in order to evaluate
any such potential gains.

(15) We add a final remark on a topic that we believe should be
mentioned here. It has sometimes been suggested that the primary role of the QC
samples should be to determine disallowances, and that corrective action inferences
could better be guided by other special analyses and studies. Such a separation seems
to be unnecessarily costly and undesirable. We anticipate that it may be possible to
increase the effectiveness of the QC sample by subjecting the data to discriminant
analyses, cluster analyses, or other methods of error-prone profiling, and thereby
identify subclasses that contribute a high proportion of errors. Such studies could
lead to the introduction of more effective stratification and more efficient allocation
of the samples. The next phase of our study will include examining such methods
for improving precision without increasing sample size. Thus, if error-prone
profiling proves to be effective, it could also help provide the much-needed
improvements in precision of the QC sample when used for assessing
disallowances. At the same time, it would also increase its effectiveness for analyses
of sources of error and feedback for corrective action, and may also prove to be an
effective tool for improving case reviews in administration. To separate the two
uses would only add to cost and decrease performance.

We note also that other sources of data such as income tax matching,
wage matching, or bank matching have been suggested as an alternative to quality
control reviews. Such data can be very useful, to the extent that their use is cost
effective, in improving the administration of AFDC. Evaluation and possible
extension of such uses are part of the current program of the Office of Family
Assistance (OFA). These procedures do not replace the need for QC, but to the extent
that they lower error rates, they may reduce the need for corrective action and may
also reduce disallowances. After sufficient reduction in error rates has been
accomplished in a state, then a reduction in the size of the QC sample would be
appropriate in that state — but the sample must still be large enough to monitor for
early detection of a serious deterioration of quality.

1-13
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Population B used the state and Federal QC results for cases included in
the Federal sample for Texas, South Carolina, Maryland, and Michigan. These are
relatively large states with somewhat different characteristics from those of
Population A.

Population C used the state and Federal QC results for cases included in
the Federal subsample for six states with relatively smaller AFDC-QC sample sizes,
including Arkansas, Colorado, Hawaii, Nebraska, Oregon, and West Virginia.

Some of the characteristics of the three test populations and of the
AFDC results for all states for the six-month period ending September 1982 are
summarized in Table 2-1 and more fully in Appendix A.

Various tests were carried through by drawing 1000 independent
samples of each of a number of specified sample sizes from these test populations,
and computing and evaluating various estimates from these samples. Among the
sample sizes used in evaluating the regression methodology were the following:

Annual sample size
1 2 3 4
Size of state sample, n 2400 1200 880 350
Size of Federal subsample, n' 360 360 260 160

Each of the state samples was obtained by drawing with replacement
from the population a simple random sample of the specified size, and then
drawing a simple random sample without replacement from the state sample for
the Federal subsample. Drawing the state sample with replacement has the effect of
making the simulation process equivalent to drawing the sample from a much
larger population, and in effect, simulates the drawing of the state sample from a
very large state AFDC population equivalent in composition to the test population.
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Table 2-1. Some characteristics of the test populations and of the full AFDC population (1982)

Test Population Average U.S.
6 months ending
Units A B C September 1982
Average AFDC payment ™ dollars 296 210 255 302
Standard deviation of payments " 255 121 194 n/a
Overpayments
Average based on Federal review " 21.6 15.0 16.9 20.
Average based on state QC review " 17.2 16.7 13.7 n/a
Unit standard deviation of overpaymentsﬂ
Federal review " 705 58.6 66.1 n/a
Correlation of Federal and state
overpayments -- 0.83 0.94 0.81 0.85*
Overpayment rate (Federal review) percent 7.30 7.95 6.62 6.64
Percent with overpayments
(Federal review) percent 12.7 13.1 11.2 15.2

n/a - Not readily available.

*Simple mean of the estimates for the 45 states that did not treat their samples as stratified samples for the state
QC during this period (the mean was roughly the same for the remaining states).
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Table 2-2 shows state and Federal AFDC-QC sample sizes by state, for
the year ending September 30, 1982. Sample sizes 1 and 2 above correspond
approximately to and are illustrative of the sample sizes used in about 24 of the
larger states. Sample sizes 3 and 4 are illustrative of samples used in a number of
medium-sized and smaller states.

2.2 Evaluation of the Regression Estimator

Classical regression analysis is based on the assumption of a linear
relationship between the dependent and the independent variables, and on the
assumption that the dependent variable is approximately normally distributed for
each value of the independent variable. However, as we have noted in Section 1.2,
the fact that the joint distribution of individual state and Federal case findings of
payment errors fails to satisfy these assumptions is not relevant for the choice of an
estimator. As can be seen from Equation (1), (Section 1.1), the regression estimator
depends, not on the relationship of state and Federal findings of error for the
individual cases, but on the relationship of the sample means of those findings in
the Federal subsample. Based on 1000 independent samples from each test
population for each of four sample sizes, it is clear that the relationship between the
means is closely linear. Figure 2-1 shows scatter diagrams of the relation of the
sample mean of Federal findings and the sample mean of state findings for the same
sample, for 1000 samples drawn from Test Population A for each of four different
sample sizes.! It is clear from the diagrams that there is little if any departure from a
linear relationship. Also, the distributions of the points about the fitted lines are
approximately although not quite normal. Thus, the assumptions of classical
regression analysis are fairly well satisfied. We emphasize again, however, that
although the classical assumptions appear to be reasonably well satisfied, meeting
them is not required in order to assure the validity of the regression estimator.
Rather, that validity requires only that the variances and covariance involved are
finite, and that the sample is sufficiently large (see Cochran, op. cit., p. 203, and see
also Appendix B). Since the first of these conditions is obviously satisfied when
sampling from a finite population such as the AFDC case determinations, it remains
only to ask if the samples used in AFDC-QC are large enough. It is for this purpose
that we examine the results of sampling from test populations made up of real data,
using sample sizes that approximate those in actual use.

1Gimilar diagrams for two other test populations are included in Appendix B.

24
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Table 2-2. Sample sizes by state for 12-month period ending September 30, 1982. [Samples are treated
as stratified samples in some states, with stratum figures shown in parentheses ( ).]
State Federal State Federal
sample sample sample sample
State n n' State n n'
Alabama 2,211 377 Michigan 2,396 361
Alaska 314 134 Mississippi 1,995 365
01 (225) (96) Minnesota 1,718 311
02 (89) (39) Missouri 2,580 389
Arizona 748 229 Montana 330 156
Arkansas 1,070 301 Nebraska 424 183
California 2432 366 Nevada 329 152
Colorado 908 274 New Hampshire 295 137
06 (129) (40) New Jersey 2,358 362
07 (655) (193) New Mexico 636 208
61 (33 8) New York 2,483 364
62 91 (33) North Carolina 2,422 368
Connecticut 1,733 356 North Dakota 346 160
Delaware 304 167 Ohio 2,491 386
District of Columbia 938 266 Oklahoma 1,409 298
Florida 2,534 394 Oregon 1,174 285
Georgia 2,445 376 Pennsylvania 2,466 375
Hawaii 605 210 Rhode Island 625 211
Idaho 334 129 South Carolina 2,431 376
Illinois 2,381 358 o1 (1,221) (175)
01 (339) 47) 02 (1,210 (201)
02 (1478) (223) South Dakota 326 151
03 (564) (88) Tennessee 2,157 359
Indiana 2,063 364 Texas 2,399 374
lowa 1,208 304 Utah 323 172
Kansas 776 242 Vermont 301 156
Kentucky 2,137 64 Virginia 2,330 358
Louisiana 2421 382 Washington 1,942 341
Maine 631 218 West Virginia 971 273
Maryland 2425 365 Wisconsin® 2,508 394
Massachusetts 2401 354 01 (1,704) (266)
00 (1193) (175) 02 (804) (128)
01 (554) 92) Wyoming 339 168
02 (614) 87

*Figures quoted are twice those for the last 6 months of the year.

2-5




Table of Contents

Chapter 2. Statistical Validity of AFDC-QC Methodology

Figure 2-1.  Mean findings of dollar error per case in 1000 independent samples for each of four
sample sizes, Population A
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Some of the results based on replicate samples drawn from
Population A are summarized in Table 2-3. Similar results were obtained for the
other test populations and are presented in Appendix B. These results indicate that
for the various sample sizes in use the regression methodology provides valid
estimates of overpayment error rates for the various sizes of annual state and-
Federal samples in use. By valid estimates, we mean that for a given sample size
the average of the estimates over a large number of samples is close to the value
being estimated, and that the computed sampling errors or confidence intervals
provide approximate but acceptable indicators of precision.

Illustrations are provided by comparing lines 1 and 2 of Table 2-3 and
also by comparing the differences between these (line 3) with their estimated
standard errors (line 4). For each sample size, the average of the overpayment error
rate estimates is closely equal to the overpayment error rate in the test population.
Similar results are seen from the additional comparisons available in Table B-3 of
Appendix B. While the estimates are almost all less than the population values, the
differences are all far less than their sampling errors. All such differences contribute
less than one percent to the estimated mean square errors of R We conclude that
here is a trivial negative bias in the regression estimator. Any such bias decreases
faster than the sampling error decreases as sample size is increased.

Table 2-3 also illustrates that, with the regression methodology applied
to Test Population A, the estimated variances of R (line 6) are all reasonably close to
the estimated true variances (line 5). The differences are all small relative to their
estimated standard errors. Again, similar results are seen in Table B-3 of
Appendix B for Test Populations B and C.

23 Evaluation of Computed Confidence Intervals

Another way to examine the validity of the regression methodology is
to determine, for example, the proportion of times in repeated sampling that the
computed nominal 95 percent or 90 percent (two-tailed) confidence intervals
include the true payment error rate, and the proportion of times that the true
payment error rates are above or below the specified nominal confidence bounds.
Such results are shown in Table 2-4.
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Table 2-3. Evaluation of regression estimator based on computations for 1000 independent samples

drawn from Test Population A
Sample size (n and n")
1 2 3 4
2400 1200 880 350
Statistic 360 360 260 160
1. True overpayment error rate in test population 0730 0730 0730 0730
2. Average of estimated overpayment error rates
from 1000 samples (R = R, /1000) 0731 0724 0727 0729
3. Difference (Line 1 - Line 2) -.0001 0006 .0003 .0001
4. Estimated standard error of difference
(standard deviation of ﬁk from 1000 samples) .00025 .00027 .00033 00048
5. Estimated true variance of ﬁ based on
variance of R from 1000 samples
2
8 = [ZR-R1/1000] (x10) 628 704 1.073 2.29
6. Average of estimated variances of R from
each of 1000 samples
2 2
avisg, ) = [ }E, S8,/ 1000] (x10Y 645 799 1.100 2.19
7. Difference (Line 5 — Line 6) -.017 -.095 -.027 .10
8. Estimated standard error of difference (Line 7)* .031 109 .053 113
9. Standard error of estimated variances of ﬁ
2 2
£ R, - av(sﬁk))z /1000]/2 (x10% 22 23 39 87

*Computed from °3liﬁ = 15 {(Standard error of estimated variance of R )24-(3;2;)2 61}

with B assigned the value 3.3. Essentially the same resuits would have been obtained for B assigned values from 3

to 4, which seem reasonable from Figure C-1 in Appendix C. Direct estimates of § varied between 2.8 and 3.2.
The value 3.3 was taken as an approximation before the direct estimates were available, and was so close that it
was not worth recomputing.
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Table 24. Proportion of observed samples in which value being estimated was above, below, or
covered by specified nominal confidence bounds, for Test Populations A, B, and C

Sample sizes

Test
Nominal confidence bound Population { 2400/360 1200/360 880/260 350/160

Below .025 point A o1 006 010 o1
B o1 012 .008 017

C .003 on .009 .007

Average .008 010 009 012

Below .05 point A 024 028 .028 031
B 032 030 .033 036

C 014 021 020 028

Average 023 026 027 032

Above .95 point A 084 097 .100 102
B 093 072 093 096

C 093 103 113 120

Average 090 091 102 .106

Above .975 point A 053 059 066 075
B 067 042 .055 062

C .060 080 084 .087

Average .060 060 068 075

Between .05 and .95 points A 892 875 872 867
B 875 898 874 868

C 893 876 867 852

Average 887 883 871 862

Between .025 and .975 points A 936 935 924 912
B 922 946 937 921

C 937 909 907 906

Average 932 930 923 913

*Based on 1000 independent replicate samples for each sample size for each test population.
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The nominal 95 percent confidence intervals (and other confidence
intervals) as now computed for AFDC-QC make use of normal distribution theory,
i.e., assume that the distribution of the estimated payment error rate and its esti-
mated standard error are distributed approximately as they would be for an esti-
mated mean based on simple random samples of about 30 or more observations
drawn from a normal distribution. Thus, the 95 percent confidence intervals are
computed for the overpayment error rate, R, by computing R+ 1.96s, where s is
the estimate from the sample of the standard error of R For large enough samples
drawn from the AFDC population of overpayment errors, the probability that such a
confidence interval will cover the true value will be reasonably close to the nominal
95 percent. We refer to this as the nominal probability. If the overpayment errors
were normally distributed, then, on the average, approximately 95 percent of such
confidence intervals would include the value being estimated, and in about 2-
1/2 percent of the samples the lower bound would be below the value being esti-
mated, and in about 2-1/2 percent of the samples the upper bound would be above.

In AFDC-QC, as illustrated in Table 2-5 for Test Population A, the
distribution of overpayment errors is a very skewed rather than a normal distribu-
tion. Also, AFDC-QC uses a double sample and a regression estimator. To help
evaluate the usefulness of the computed confidence intervals under these circum-
stances, we have examined how close the observed probabilities are to the nominal
probabilities. We have done this by taking repeated independent samples from each
of the three test populations described in Section 2.1 and more fully in Appendix A.

From Table 2-4, it is seen that for each test population and, on the
average over the three test populations, the fractions for which the true value was
below the nominal 95 percent two-tailed confidence intervals is considerably less
than the 2-1/2 percent that would be expected if the samples were drawn from
normal distributions. Conversely, R was above the computed confidence intervals
in a considerably higher fraction than the nominal 2-1/2 percent. More specifically,
on the average for the three test populations, for each sample size the value being
estimated falls below the lower nominal 95 percent confidence bound for only about
1 percent of the samples, and in about 6 to 7 percent of the cases it falls above the
upper nominal confidence bound. The differences between these percentages and
the 2-1/2 percent nominal percentage cannot be explained by sampling variability.

2-10
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Table 2-5. Percentage distribution of overpayment errors as determined by the state and Federal
evaluation for Test Population A (Note that in this table, as in the analyses, under-
payment errors are treated as zero overpayment errors.)

Overpayment errors ($) per Federal QC

Overpayment
errors ($)
per state QC None 1-99 100-199 200-299 | 300-399 | 400499 |500-599 | Total
None 86.7 0.5 0.6 0.6 0.3 0.2 01 89.0
1-99 04 44 - 0.1 -- -- -- 5.0
100-199 0.1 -- 2.0 -- -- -- -- 21
200-299 0.1 - - 2.2 -- -- -- 22
300-399 0.1 -- -- - 1.5 -- -- 1.6
400-499 -- -- -- - -- 0.1 -- 0.1
Total 87.3 49 2.6 29 1.8 0.3 0.1
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Table 2-4 also shows that for the largest sample size (n=2400, n'=360)
the coverage of the computed (two-tailed) 95 percent nominal confidence intervals
for the test populations falls short but conforms approximately to expectations.
More specifically, on the average for the three test populations, 93.2 percent of this
particular set of 3000 repeated samples (1000 for each test population), the 95 percent
nominal confidence intervals include the value being estimated. Such estimates
are, of course, subject to sampling errors. For the next sample size (n=1200, n'=360),
the observed average proportion of the 95 percent nominal confidence intervals that
include the value being estimated is similar but slightly lower, being about
93 percent. For the two smaller sample sizes (n=880, n'=260 and n=350, n'=160) the
proportions are about 92 percent and 91 percent, respectively. While these are
statistically significant departures from expectation for normal distributions, the
results are nevertheless close enough that the computed confidence intervals can be
interpreted as providing useful measures of the precision of estimated error rates,
with the observed probabilities being somewhat less than but reasonably close to
expectation. They tend to be closer to the nominal probabilities for the larger sample
sizes. However, from Table 2-4 it is seen that for the lower tails (below the 2-1/2
percent and 5 percent nominal bounds), or for the upper tails (above the 95 percent
and 97-1/2 percent nominal bounds), the probabilities do not tend to be closer to the
nominal probabilities for the larger samples. We presume this is because the
subsampling ratio n'/n is lower for the larger sample sizes, and especially for the
largest sample size used in the analyses.

As seen from Figure 2-2, for the sample sizes in use, the distributions of
the estimated overpayment error rates appear to be reasonably close to normal,
although still moderately skewed. As discussed in Appendix C, the departure from
expected proportions in each of the two tails of the confidence intervals arises
because the distributions of payment errors are considerably skewed, resulting in a
positive correlation of the estimated standard deviations with the estimated
overpayment error rates, and especially because of the wide variability in the
estimated standard deviations. As a result, the computed upper and lower nominal
95 percent confidence bounds are both somewhat low.
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Figure 2-2.  Distribution of estimated payment error rate (based on 1000 samples from Population A)
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24 An Improved Procedure for Computing Confidence Bounds

The results summarized in Section 2.3 above are for confidence
intervals as they are now computed. We have explored several alternatives for
computing confidence intervals and describe here an alternative method that
involves the use of "Jackknife replicates.”? The greater the number of Jackknife
replicates used, the greater is the precision of the variance estimates, but also the
greater the computation costs. Often, in practice, a compromise choice is made and
from 30 to 60 replicates are frequently used.

One way that K Jackknife replicates can be formed, after selection of the
state and Federal samples for a state, is by first dividing the state sample into K
random subsets of equal or nearly equal size (each subset would be a stratified
random subsample if the original sample was stratified). A Jackknife replicate is
then formed by dropping one of the random subsets from the total sample and
retaining in the replicate all of the remaining cases. A total of K overlapping repli-
cate samples is formed by repeating this for each of the K subsets. The Federal find-
ings are used for the cases in a replicate that are members of the Federal subsample.

The regression estimate of the overpayment error rate is made
separately for each replicate as well as for the total sample. Then an estimate of the
variance of the overpayment error rate for the whole sample is obtained by
computing

2
S

x>0

K
K-1

where flk is the estimated overpayment error rate for the k-th Jackknife replicate,
and R is the estimate for the whole sample.

2The term "Jackknife” was suggested by John Tukey, a leading statistician, who noted that the method
might be used to estimate variances of complex statistics. He noted that the use of Jackknife
replicates provides a simple and approximate method for making variance estimates from samples
even for complex estimators such as the double sampling regression estimator. He observed that the
procedure was a simple but often effective tool, something like using a jackknife as a general-purpose
tool.
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Another way to form Jackknife replicates starts by defining 2K subsets
of the state sample and arranging them into K pairs. The pairs would be random
divisions of first-stage sampling units, within strata if the original sample is
stratified, or stratified samples within groups of strata of about equal aggregate size.
A Jackknife replicate then uses the data in all pairs except one. In that pair, one of
the subsets chosen randomly is doubled and the other is omitted. This gives K
replicates. Again, the regression estimate is made for each of the replicates. The
estimate of the variance is then given by

2
N

x> w0

S (&, -R)
e VK
where ﬁk is the estimated overpayment error rate for the k-th replicate.

With either of the above approaches, confidence bounds can be
computed as Rt s - With 30 or more replicates, the ordinarily used values of t are

t=1.96 for a 95 percent confidence interval and t=1.645 for a 90 percent confidence
interval. (If the samples were drawn from normal distributions, these would be
appropriate values for t.)

However, in order to reduce the effect of skewness in the distribution
of estimated payment error rates, we describe a modification of the above procedure.
The modification is to transform the overpayment error rates for each of the K
Jackknife replicates and for the total sample by a logarithmic transformation. Such a
transformation reduces the skewness of the distribution. If we denote

z, = logR,

z = logﬁ

then,

K
R A

if the first described method of forming replicates is used, and
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K
Si = Z (zk—ﬁ)z

if the second method is used.

The lower and upper 95 percent confidence bounds for z are
z; =z -1.96sz and zyj = z + 1.96s,.

The lower and upper confidence bounds for R are then ﬁL = antilog z;
and ﬁU = antilog zy.

We have made some tests of this procedure for computing confidence
bounds, using 400 repeated independent samples from Population A, for each of
four sample sizes used earlier, and for an additional 1500 independent replicates for
the largest sample size (n=2400, n'=360) and for an additional 2000 replicates for the
smallest sample size (n=350, n'=160). The results are summarized in Table 2-6. (See
also Appendix C.)

Table 2-6. Proportion of samples in which the true error rate is above, below, or covered by specified
nominal confidence intervals, based on logarithmic transformation of Jackknife replicate
estimates, Population A

Qamnla g'zp_ n In' |




Table of Contents

Westat, Inc.

These proportions are considerably closer to the nominal percentages
than those observed in Table 2-4 for the confidence intervals as currently computed.
Those below the lower 2-1/2 and 5 percent lower confidence bounds, respectively,
are reasonably close although they still average somewhat less than the nominal 2-
1/2 percent and 5 percent; those above the upper bounds are moderately greater than
the nominal 2-1/2 percent and 5 percent. However, the differences, although statis-
tically significant, are small enough to be of relatively minor concern. These results
are very encouraging, although some further work is desirable, empirically based on
transformations other than the logarithmic transformation, which may reduce the
skewness further. Additional details appear in Chapter 3 and in Appendix C.

2.5 Some Further Considerations for Estimating Sampling Error

Current practice in AFDC-QC is to estimate sampling errors (standard
errors) of estimated overpayment error rates for a state using only the sample data
for the current evaluation period for that state. This is consistent with general
practice. However, as indicated earlier, such estimates of sampling errors are subject
to large sampling errors, very much larger for a given sample size than in many
common sampling situations. As illustrations, Table 2-7 shows estimates of the
coefficients of variation of the estimated sampling errors made by current
procedures from samples of various sizes drawn from Test Populations A, B, and C.
Each coefficient of variation is estimated from 1000 samples drawn independently
for each sample size and test population.

The estimated coefficient of variation of sé is

1000

[$6- ) /ol

2
St

A2
CV(sﬁ) =

— 1000
with s; = 2 s;_ / 1000 and i indicating the i-th replicate.
1 1
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2
Table 2-7. Approximate coetficients of variation of sg and SR from 1000 samples drawn from Test

Populations A, B, and C for alternate sample sizes,* compared with samples drawn from

normal distributions
Sample sizes
n=2400 n-=1200 n =880 n =350
n' =360 n' =360 n'=260 n'=160
A
CV(sR)
Population A .18 14 18 20
Population B .20 .16 18 24
Population C 27 22 .26 30
H (55
(s R )
Population A 34 29 36 40
Population B 40 32 37 46
Population C 55 46 54 63
For a mean of a simple random sample
of n' drawn from a normal distribution
sy 037 037 044 056
A 2
CVi(s_ ) 075 075 .088 q12
X

*The 1000 samples for each sample size from each test population were drawn independently (a simple random
sample of n drawn from the test population, and a simple random subsample of n’ from the sample of n). The

2
coefficients of variation of 5 and 2 for a given population and sample size are computed from the same 1000

samples.
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Similarly, the estimated coefficient of variation of sp is

1000 1/2

| L (s 5 Y / 1000]

Sk

&Gs,) =

1000
withs, = Y s, /1000.
R Ri

1

The exceedingly skewed distributions of overpayment errors in
combination with the use of double sampling and the regression estimator result in
these very large sampling errors of estimated variances and standard errors as
compared with, for example, the sampling errors of estimates of the variance and
standard errors of means based on simple random samples of size n' drawn from a
normal distribution3 (which are also shown in Table 2-7). The large coefficients of
variation of the estimated variances and standard errors not only result in relatively
large sampling errors for the estimated overpayment error rates, but also cause
differences between exact confidence limits (limits that would conform exactly to the
nominal probabilities) and the confidence limits as currently computed. As seen
earlier (Table 2-4), for the confidence limits as currently computed, the observed
coverage probabilities in repeated samples from the test populations differ
somewhat from the nominal 95 and 90 percent probabilities, and differ more widely
for the upper and lower tails of the confidence intervals considered separately.

3See Hansen, M., Hurwitz, W., and Madow, W., Sample Survey Methods and Theory, Vol. 1, (John
Wiley & Sons, New York, 1953), pp. 133-148, where theory is given, with illustrations for simple
random sampling. The theory and illustrations given there do not cover double sampling with
regression estimation, for which the impact of skewed distributions is increased. We note, also, that
technically it is not the skewness of a distribution but, rather, its high kurtosis which causes the very
large variance of estimated variances. The kurtosis is measured by B = (fourth moment about
mean)/ot. However, in practice, highly skewed distributions tend to have high kurtosis, and the
greater the skewness, the greater the kurtosis. This is strikingly demonstrated in the illustrations in
the reference cited. Consequently, we prefer to refer to high skewness in characterizing such
distributions, which is readily seen by the eye, rather than high kurtosis, which is not.
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A particularly serious problem that results from the large coefficients of

2. . . . .
variation of sy is that estimates of the sample size needed to achieve a given level of

precision for a state can be subject to wide-ranging error. For example, in a state in
which the joint distribution of state and Federal determinations of overpayment
error rates corresponds approximately to Test Population C, and with a state sample
size of 350 and a Federal subsample size of 160, the coefficient of variation of the

estimated variance, s%, would be about 63 percent (and of s3 about 30 percent).

We examine what might result when the estimated variance for a state
is subject to such a large coefficient of variation and is used to determine the sample
size needed to achieve a given level of precision. Suppose that an estimate is made
for a state of the sample size needed to achieve an estimate of R subject to a standard
error of .015. For illustration, we assume that the distribution of overpayment
errors in the state is like that of Population C. From the known characteristics of
Population C, we compute that if we retain the ratio of sample sizes n'/n = 160/350,
a state sample size of n=420 and a Federal subsample size of n=192 would yield such
a standard error. However, if one estimated the sample size needed on the basis of

sé estimated from a sample of n'=160 and n=350 (approximately the average annual

sample size in use in a number of the smaller states) and if the ratio of
n'/n =160/350 were retained, one would have roughly 1 chance in 20 that the
estimates of the Federal and state sample sizes needed would be either as low as
n'=38 and n=83 or lower or as high as n'=508 and n=1111 or higher. Such a range is
far too wide to provide a useful guide for determining needed sample sizes.

Even for states with large QC sample sizes, the range would be wide.
For example, for samples of n'=360 and n=2400 drawn from a state distribution like
that of Test Population C, if this ratio of n' to n is retained, there is about 1 chance in
20 that the estimates of needed sample sizes would be as low as n'=38 and n=255 or
lower, or as high as n'=305 and n=2036 or higher.# Of course, the ratio n'/n might

2
4The needed sample sizes were computed as follows: n' = Si/ %4, with g2 set equal to .015, and

S% = (o /121 - pX(1-n'/n)]=.043 computed for Population C (see Appendix A) and assuming a fixed
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not be retained for such different sample sizes, but the effect of the wide ranging
sampling variability would remain. We note that the variance of the estimated
variance is somewhat larger for Test Population C, which we have used for
illustration, than for the other two test populations.

2.5.1 Pooled Variance Estimates

To reduce the wide sampling variability of the estimated variance of
the estimate of R, some consideration has been given by AFDC staff to the use of a
pooled estimate of variance in computing the estimated standard error. We regard
this as a useful procedure and have developed and evaluated an approach to
accomplish this.

We have explored some alternatives that are described in Appendix E.
A pooled variance estimation procedure that appears to provide acceptable variance
estimates is one in which the states are first ordered on the basis of preliminary
pooled unit variance estimates for a prior year or years. We define the preliminary
estimated unit variance for state k for this purpose as

2
s = f_"z'i {1-£ (-9}
tx

where the symbols are as defined in Chapter 1, with the subscript k added to identify
state k.

ratio for n'/n = 160/350. In practice Si is unknown and must be estimated from the sample. The

2
estimate of 52R is n'sa as given by Equation (3) in Chapter 1. The observed (not the nominal

2
bounds assuming a normal distribution) 2-1/2 percent and 97-1/2 percent confidence bounds of sg in
1000 independent replicate samples of n'=160 and n=350, drawn from Population C, and also for

n=360 and n=2400 were used to obtain these results.
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For this purpose, a uniform value of f=.2 is used for each of the
51 states. A .imple mean of such estimated unit variances for the state for two prior
years is then computed. The list of states ordered on these average preliminary unit
variances is then divided into several relatively homogeneous groups (in
Appendix E, we have used 5 groups with 10 or 11 states in each group). For the
preliminary unit variance estimates, no use is made of the variance estimates or
other sample data for the current year.

The pooled estimates ;)2&' Fk' and ;k of Sik, T‘k, and p,, respectively, are

made for state k in a group of m states as follows (with state i different from state k):

(Zn;‘ sxk+ n: sn)/(an +Z ;)
m-1 m-1
e = (2“3):"'2 n'i-ii) / (2“'1: +2 “'i)
1 1

~k = (an sxyk n; xyn)/(zn +2 )sx S

o
|

and §;k is defined the same as Eik, but for the Y variable,

n.

2= Y (x-%) "/ (a, -1)

n.

i
sxyi = z (Xij - i,) (yij - 91) / n'-1

n

T Zl t; /n; .

~e
-
I
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The symbol x;; denotes the Federal determination of the overpayment error for the
j-th case in the Federal subsample in statei, yij the corresponding state
determination of overpayment error, tj; the total payment to case j in state i, and n;
the size of the Federal subsample for the year in state i.

Note that each of the above pooled estimates is a simple weighted
average of the respective state values, with weights equal to the Federal subsample
sizes, except that state k, the state for which the pooled unit estimate is being made,
is given double weight.

The pooled unit variance estimate for state k is then
=2 =2 =2 ~2

where fy = n'y/ny is the fraction that the Federal subsample is of the state sample in
state k.

The pooled estimate of the variance of ﬁk is then

2 -2,
Ser = Sy /n .

This pooled estimate will considerably improve the unit variance
estimate for state k, provided that the true and unknown unit variance in each of
the other states in the group is not too different from s, the true (unknown) unit

variance for state k. The improvement results because the pooled estimates are
made from a much larger sample of cases (about 8 to 14 times as large for an average
state) as is si. Of course, the pooled estimate is, in fact, a biased estimate of Si, the

bias depending on how much the expected values of the true state variances and
correlations differ from state to state in the group. The analyses and evaluations in
Appendix E indicate that very substantial gains result from the use of such a pooled
variance estimate for purposes of providing a general measure of precision for a

2-23



Table of Contents

Chapter 2. Statistical Validity of AFDC-QC Methodology

state. We show in Section 2.5.2 that the pooled variance estimate is not appropriate
for use in computing lower confidence bounds, but that the direct state variance
estimates are.

We note that this particular pooled unit variance estimator involves
very little computational burden. It simply makes use of unit variances and
covariances (or correlations) already estimated for purposes of computing direct
variance estimates for each state.

It is shown in Appendix E that the simple pooled variance estimates
evaluated there have moderately higher correlations across states with the true state
variances being estimated than do the direct variance estimates, state by state. At the
same time, they have very much smaller variances, by factors of about 6 to 14.

The simple pooled variance described here differs from the one
described and evaluated in Appendix E because the one described here obtains
weighted averages in which the weight for the specified state is doubled in
computing the various terms. From the analyses in Appendix E, we tentatively
conclude that this presumably will result in a small increase in the correlation with
the true values being estimated, and a small increase in the variance of the
composite estimate. The differences should be modest, but some evaluation of this
presumption would be desirable.

In summary, because of its much smaller variances, and its moderately
higher correlation with the true values being estimated as compared to the direct
variance estimates, we conclude that the pooled variance estimator has substantial
advantage in providing general precision measures, and in arriving at the expected
precision of specified sample sizes. However, it is less useful for computing a lower
confidence bound than the direct variance estimate for a state.
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252 Implications for the Choice of Variance Estimators

The results just presented, indicating substantial gains from the use of
a pooled variance estimator for a state, might appear to lead to the conclusion that
the pooled variance estimator would be superior for all purposes. However, this
may not be the case. While the pooled variance estimator achieves substantial gains
for most purposes, there remain applications where direct variance estimation,
state-by-state, has advantages. We summarize some relevant results in Table 2-8.

The results presented in Table 2-8 are for four different methods of
computing confidence intervals. For the "Regular" variance estimator, the
confidence bounds are obtained by computing R+ tsg where sg is the usual direct

estimate of the standard error of R from the sample for the current year. For the
"Jackknife-L", the variance is computed from logarithms of Jackknife replicate
estimates, and the confidence bounds are obtained from the inverse transformation
of logarithmic confidence bounds, as discussed in Section 2.4 and in Appendix C.

2 . . . . .
For the "Known oﬁ" variance estimator, the variance is not estimated from the

sample. Instead, the confidence interval is computed as Rt tog, where the
parameters of Population A are used in computing og (where og = s%/n' and S% is

given in Footnote 4 in Section 2.5). Of course, the parameters for computing o are
known for our test population, but would not be known in practice. The results for
the unknown true variance are presented to help evaluate the pooled variance
estimator. For the pooled variance estimator, the confidence bounds are computed
as for the "Regular,” except that the pooled estimate of the variance of R is used,
obtained by procedures discussed in Section 2.5.1, and evaluated in Appendix E.

Table 2-8 shows, in the fourth, fifth, and sixth columns, the estimated
mean, standard error, and coefficient of variation (CV) of the lengths of each type of
confidence interval. The next two columns show the estimated probability that the
true population overpayment error rate is, respectively, to the left and to the right of
the computed confidence intervals. The last three columns show the estimated
mean, standard error, and coefficient of variation of the lower bounds of the
confidence intervals.
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Table 2-8. Properties of alternative procedures for computing of confidence intervals for R, for Population A (see text for description) %
K
)
Length Estimated probability Lower bound ®
v
Standard Standard §
f(l‘mﬁdence Mean error C.v. Mean error C.V. 2
L)
Sample size| Variance estimator | level 4 S 3 /T R<lb. | Roub. /7] %%y, dp,, /o s
&
2400/360 Regular 90% 0.0268 0.0053 20 0.023 0.090 0.05% 0.00653 11 o
95% 0.0319 0.0064 20 0.009 0.068 0.0571 0.00634 11 2
>
Jackknife - L 90% | 00270 | 0004 | 20 | o0n | o075 | ooeos | oooee0 | .11 g
95% 0.0322 0.0065 20 0.017 0.048 0.0587 0.00641 11 o
<
2
Known oz 9%0% 0.0267 0.0000 .00 0.055 0.039 0.0597 0.00798 13 )
-]
95% 0.0318 0.0000 .00 0.027 0.020 0.0571 0.00798 14 )
o
. Pa
"Pooled” 90% 0.0267 0.0022 08 NA NA 0.0597 0.00790 13 <
95% 0.0318 0.0026 .08 NA NA 0.0571 0.00780 14
350/160 Regular 90% 0.0499 0.0105 21 0.021 0.091 0.0480 0.01153 24
95% 0.0595 0.0126 21 0.006 0.065 0.0432 0.01106 26
Jackknife - L 90% 0.0511 0.01m 22 0.042 0.061 0.0518 0.01169 22
95% 0.0614 0.0134 22 0.019 0.040 0.0486 0.01021 21
2
Known o 90% 0.0491 0.0000 .00 0.055 0.042 0.0484 0.01488 31
95% 0.0584 0.0000 .00 0.028 0.018 0.0437 0.01488 34
"Pooled” 90% 0.0491 0.0042 09 NA NA 0.0484 0.01460 30
95% 0.0584 0.0051 09 NA NA 0.0437 0.01430 29
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The first six rows for each sample size in Table 2-8 were obtained by
drawing 1000 independent samples from Test Population A. The same 1000
replicate samples were used for computing results for the Regular, Jackknife, and

2 . .
known O estimators, for sample size n=2400, n'=360, and another independent set

of 1000 replicate samples was used to obtain the corresponding measures for sample -
size n=350, n'=160.

In the last two rows for each sample size labeled "Pooled", we provide
approximate estimates of what would have been obtained had we been able to
simulate a pooled variance estimation procedure for a set of states similar to
Population A. These results were obtained as explained in Section 2.5.3.

We now examine the implications of the alternative variance
estimators for various uses.

For computing confidence bounds after the sample results are
available, it appears from Table 2-8, and from Appendix C (as we explain below), that
Jackknife-L (i.e., the logarithmic transformation of Jackknife replicate estimates) has
advantages over the other alternatives considered, even though the estimated
standard error of the length of the confidence interval is about two and a half times
greater for this alternative than for the "pooled” variance estimator. Also, the
standard error of the lower confidence bound is slightly larger for the Jackknife-L
than for the Regular. However, the standard error of the lower confidence bound
based on the "pooled” variance estimate is about 20 to 40 percent larger than for
lower bounds based on the Regular or Jackknife-L variance estimators. The low
standard error of the lower confidence bounds based on both the Regular and
Jackknife-L variance estimators arises because of the relatively high correlation of R
and its estimated standard error (see Appendix C for fuller discussion).

For the "pooled” estimator, the probabilities associated with the tails,
that is, beyond the ends of the confidence intervals, are not available. However, the

tails for the "known o%“ confidence intervals, which use the population parameters

instead of sample estimates of og, give estimates of those probabilities that are quite
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good for the tails. Consequently, because the variances of the estimated standard
error for the "pooled" are much smaller than for the "Regular,” we assume the tails
for the "pooled” might be reasonably close to those for which the known op is used.

We conclude that, in spite of the apparent advantages of the pooled
variance estimator for most purposes, the substantially smaller standard error of the
lower bound obtained from either the regular procedure or Jackknife-L appears to be
sufficiently important as to lead to the choice of one of these procedures for
computing the lower bound. Another reason for adopting one of these procedures
in computing a lower confidence bound is that each depends only on the estimates
from the sample for the current year. One does not have to justify bringing in other
data that might be challenged as not completely relevant. The Jackknife-L is
preferable to the Regular because the frequencies in the "tails” are considerably
closer to the nominal probabilities than are those for the Regular. In summary, we
conclude that the Jackknife logarithmic procedure is preferable for computing lower
confidence bounds that are to be used for such purposes as the determination of
disallowances if they are to be based on lower confidence bounds. In Section 2.4 and
Appendix C, we show that it also yields reasonably good results for the upper
confidence bounds. The “regular” or current procedure for computing lower
confidence bounds may provide acceptable results for less rigorous uses.’

The situation is entirely different with regard to estimates of sampling
errors for other purposes. At the beginning of Section 2.5.1, we showed great
variability of the "Regular” procedure in making estimates of the sample size
needed to achieve a given level of sampling error. The range of variability in
estimating needed sample sizes will be roughly one-sixth as much or less for the
pooled variance estimator as for the direct or for the logarithmic transformation of
the Jackknife variance estimator. Similarly, advance estimates of expected sampling
errors based on results for prior years will be greatly reduced with the pooled

5You have asked for an estimate of the added cost of computing lower confidence bounds by the
Jackknife-L procedure as compared with the regular procedure. This cost depends on the computer
equipment available and on how the job is programmed. A very rough generous estimate based on the
computing equipment we have used for creating the Jackknife replicates and for computing the
variances and confidence limits for the test populations is no more than $4,000 for the programming,
which is a one-time cost for all states and years, and not more than about $200 for computer time for
each state computation.
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variance estimator. These advantages are very substantial. Indeed, it appears
essential to use a pooled or composite variance estimator in advance variance
estimation and in planning needed sample sizes.

Our conclusion is that both approaches have important, but different, -
uses.

2.5.3 Note on Computation of Characteristics of Confidence Intervals Using
the Pooled Variance Estimator

The results presented in Table 2-8 for the "Pooled" variance estimator
came only in part from the simulations and were estimated as follows.

The lengths of the confidence intervals for the pooled estimator, ¢,

: " 2 " ool
were assumed to be approximately equal to those for "known oy" since the mean of

the pooled estimates of the standard error of R should be close to the known OR-
The oi for the pooled estimate was assumed to be equal to one-sixth of the og for the

regular estimator. This is greater than the average value of the ratios of variance of
the pooled estimator (with assumed zero bias) to the variance of the regular
estimator observed in Appendix E. The mean of the lower bounds, &b, for the

pooled estimator was assumed equal to the €b for known ozﬁ since the intervals

would be of approximately equal average length. The estimated standard error of
the pooled lower bound, ogp, follows from the fact that the computed lower

confidence bound for the pooled estimator is &b = R- tsg. Consequently, the
variance of €b is

Gp = Var(R) + 2Var(sR) 2tp 53 VVar(®IVar(sp) -

The pRsg is the correlation of R and sg and was assumed to be equal to v1/10.
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The point estimates are not affected by imperfections in the
confidence intervals as now computed. They provide estimates
of the overpayment error rates that are valid within the ranges
of error indicated approximately by the computed confidence
limits.

2-31



Table of Contents

CHAPTER 3. CONSIDERATIONS IN CHOICE OF LOWER CONFIDENCE BOUND
VERSUS POINT ESTIMATE IN DETERMINING DISALLOWANCES

3.1 Introduction

In this chapter we examine various aspects of the second question we
were asked to consider (see Section 1.1), as follows:

] What are the considerations and constraints involved
in the choice of a lower confidence bound versus a
point estimate in determining disallowances?

Disallowances are currently computed and assessed annually for states
with estimated overpayment error rates in excess of allowed tolerances. As
explained in Chapter 1, the allowed tolerances are specified in legislation. They vary
from state to state for years prior to 1984, and are set at 3 percent for 1984 and
thereafter. The disallowance for a state is D = (R - Ro)A, provided R is greater than
R, where R is the QC regression estimate of R (the true overpayment error rate for
the year), Ry is the corresponding tolerance or target rate (the terms "tolerance” and
"target rate” are used interchangeably), and A is the amount of the Federal payment
to the state for the year. Under certain circumstances, the disallowance can be
suspended or waived by the Secretary of Health and Human Services.

The assessment of disallowances has led to challenges and suits by
some of the states, and some have proposed that, because the estimated error rates
are subject to sampling errors, a lower confidence bound of R should be substituted
for R in computing the disallowance. This alternative has also been considered by
the Congress. Consequently, it is appropriate to examine and compare the statistical
implications of these and other alternatives.

There are important precedents for the use of either the point estimate
or a lower confidence bound in various applications of sampling. The choice
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should be guided by the purposes to be accomplished by the assessment of
disallowances and is primarily a policy decision, rather thar a statistical one, and
depends on the goals t. be served, as discussed in poin.. 8) through (13) in
Section 1.2. However, it has important statistical implications that we will examine
in this chapter. We note again, here, that in practice the point estimate is ordinarily
and appropriately used where two parties to a funds transfer or payment are
involved, and the amount of the payment is determined by a sample estimate.
Such applications of samples and the point estimate generally call for samples large
enough to yield reasonably precise estimates. Use of a lower confidence bound
would result in a disadvantage to one party to the advantage of the other. A lower
confidence bound is more likely to be appropriate if the purpose of a sample esti-
mate is to prove carelessness or fraud, such as in auditing, and the consequence may
be an assessment of a penalty. In AFDC, the Tax Equity and Fiscal Responsibility Act
(TEFRA) of 1982 has been interpreted as requiring use of the point estimate.

When samples are large enough, the difference between the two
approaches is reduced, and ultimately, for large enough samples, the difference
becomes relatively small. However, the differences are relatively large for the sizes
of annual AFDC samples in use. Since large transfers of funds are involved, an
understanding of the statistical implications of the alternatives is desirable. We
consider this in Section 3.2. We refer to the use of the point estimate in computing
annual disallowances as Rule A, and to the use of the lower confidence bound as
Rule C. Rule B is a variant of Rule A —~ the annual disallowance is based on the
point estimate except that the disallowance is waived if the nominal 95 percent
lower confidence bound of the error rate is below the tolerance. Rule B will, of
course, result in lower disallowances, on the average, than Rule A, because they are
waivec when the estimated error rate is above, but within likely sampling error
range, of the target.

Later (in Section 3.7), we describe still another rule, Rule D. This rule
increases the effective sample size for computing disallowances by accumulating the
annual disallowances over successive years. The lower confidence bound of the
accumulated disallowances is used for computing cash disallowances to be assessed
until the sampling error of the total accumulated disallowance is sufficiently small.
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The accumulated disallowance based on the point estimates is then used for final
settlement.

3.2 Use of Point Estimate Versus Lower Confidence Bound in Computing
Annual Disallowances |

Table 3-1 illustrates the consequences of using Rules A, B, and C for
computing disallowances for alternative values of the excess of the overpayment
error rate over the tolerance (column 1), the assumed standard error of the
overpayment error rate (column 2), and the size of the Federal payment (column 4).
The correct disallowances (computed using the unknown true error rate) for each
case are shown in column 5, and the average over all possible samples of
disallowances computed with Rules A, B, and C are shown in columns 6, 7, and 8.
The coefficients of variation of the disallowances computed with Rule A are shown
in column 9. The figures in the table are approximations based on the assumptions
stated in the Notes for Table 3-1. The figures in columns 9 through 12 are of
principal interest, and apply for any level of the Federal payment to states that have
(approximately) one of the seven assumed excess of error rates over tolerance
shown in column 1 and one of the two levels of sampling error shown in column 2.

While the figures in columns 9 through 12 of Table 3-1 are
approximations, and are not those for any specific states, they are approximately
representative of the situation in fiscal year 1984 for many states. For all large states,
the sizes of the Federal QC samples are roughly the same, and the state QC samples
vary from about 1200 to 2400. The .006 standard error of R assumed in Table 3-1 is
roughly representative of the average sampling error in 1984 for these states
(although the sampling error tends to be somewhat smaller for states with the larger
state samples, and somewhat larger for the others). The sampling error of .012
shown in the bottom deck of Table 3-1 is roughly illustrative of a number of
medium-sized and smaller states (states with state samples of about 500 to 800).

Column 6 of Table 3-1 illustrates that on the average (over all possible
samples) disallowances computed by Rule A are closely equal to the correct
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Table 3-1.  Some illustrative approximate average results over repeated samples for annual disallowances computed by Rules A, B, and C*

0

&

s

Average of actual disallowances Ratio of average actual E

for Rules A, B, and C to correct disallowance 0

Excess of Amount Correct §

R,

overpayment of Federal |disallowance CV of actual :3:
error rate over |Standard | _RRo_ | payment A | D=(R-RpA D, Dy D disallowances for §
A o2 - _ _ Q

target (R-Ry) | errorof R x ($000) ($000) ($000) ($000) ($000) | RuleA (op /D) [ D,/D | Dg/D | D¢/D g
(1) (2) 3) (4) (5) (6) 7 (8) 9) 10 an 12) §

=~

.08 .006 133 500,000 40,000 40,000 39,150 35,065 075 1.00 98 .88 g

.05 .006 83 500,000 25,000 25,000 24,450 20,065 12 1.00 98 .80 S

.03 .006 5.0 500,000 15,000 15,000 14,700 10,065 .20 1.00 98 67 K

02 006 33 500,000 10,000 10,000 9,700 5,092 30 1.00 97 51 g

01 006 1.7 500,000 5,000 5,050 3,600 1,084 57 1.01 72 22 ®

003 006 5 500,000 1,500 2,100 550 119 1.07 1.40 37 .08 H

.0 .006 0.0 500,000 0 1,200 150 32 1.46 o oo oo ;

®

.08 006 13.3 100,000 8,000 8,000 7830 7,013 075 1.00 98 .88 o

.05 006 8.3 100,000 5,000 5,000 4,890 4,013 12 1.00 98 .80 §'

.03 .006 5.0 100,000 3,000 3,000 2,940 2,013 20 1.00 98 .67 o

02 .006 33 100,000 2,000 2,000 1,940 1,018 30 1.00 97 51 ‘a’

01 .006 1.7 100,000 1,000 1,010 720 217 57 1.01 72 22 3
.003 .006 S5 100,000 300 420 110 24 1.07 1.40 37 .08 Hy

0 .006 0.0 100,000 0 240 30 6 146 % oo o ;3

.08 012 6.7 15,000 1,200 1,200 1,175 904 15 1.00 .98 .75 E';

.05 012 42 15,000 750 750 734 454 24 1.00 98 .61 o

03 012 25 15,000 450 450 417 168 40 100 | 93 37 g
02 012 1.7 15,000 300 303 214 66 57 1.01 71 22 §

01 012 8 15,000 150 164 57 16 .88 1.09 .38 11 8

003 012 25 15,000 45 9% 14 4 1.24 2.13 31 .09 3

0 012 0.0 15,000 0 72 6 2 146 o0 oo oo
*See Notes for Table 3-1 for definitions.
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Notes for Table 3-1

The rules are defined as follows:

A

A
Rule A: D, = (R—RgA if positive; otherwise Dy = 0.

—Ro)Aifﬁ - 1.645sR >R0;otherwisef)3 = 0.

=>

Rule B: IA)B =

RuleC: Dg = (R-16458% -RoA if positive; otherwise D¢ = 0.

The I—)A is the average of ﬁA, etc.

A
For each rule, sg is the estimate of the standard error of R and Ry is the target error rate. The computations shown in the table depend upon the
following assumptions for each model.

For Rule A, the computations assume that Ris normally distributed and that R is an unbiased estimate of the true error rate R.

A
For Rules B and C, the computations assume that the joint distribution of R and sg is normal and that they are both unbiased estimates. It is assumed
that the correlation of ﬁ and sg is .7 (which is approximately the average correlation observed in simulations for Test Populations A, B, and C (see

2
Appendix C, Table C-1), and that the variance of sg is (B—l)oﬁ/-in'. We have taken B=4, n'=360 whenopg = .006, and n'=160 whenog =.012. The

P=40 is an approximate average value obtained for Test Populations A, B, and C from the assumed relationship
2 1
2 - Fd

2
and & = n'oﬁ were each obtained from 1000 replicated independent samples (see Appendix C).
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disallowances unless (R - Rp)/ Gﬁ is small, say less than about 1.5. It also shows

relatively how much disallowances would be overestimated, on the average, when
(R - Rg)/op is small. It shows, for example, that if R — Ry is .01 or greater, and if o} is
approximately .006, the computed disallowance under Rule A will, on the average,
be equal or very nearly equal to the correct amount. On the other hand, for a state
with o =.006, and an excess of the overpayment error rate over the target of only

about .003, the average annual disallowance would be 40 percent above the correct
disallowance (column 10), and for a state with og =.012, the average annual

disallowance would be more than twice the correct disallowance.

Rule B is the same as Rule A except that no disallowance is assessed
unless there is strong evidence that the true error rate is above the target. More
specifically, with Rule B, the disallowance is

(ﬁ— )A ifR-ts, >R
D, - {O, o i

otherwise

with t =1.645 if a nominal 5 percent point (the lower bound of the nominal
90 percent confidence interval) is to be used. Alternatively, a lower confidence
bound would be computed using the log-Jackknife-replicate procedure described in
Section 2.4, which yields a probability associated with the lower confidence bound
that is considerably closer to the nominal probability.

It is seen from Table 3-1 (column 11) that the use of Rule B avoids the
overassessment of disallowances that results, on the average, from Rule A when the
overpayment error rate is close to the tolerance. Instead, Rule B very slightly
underassesses the disallowances, on the average, when (R - Rg)/ Of is large and, as
expected, underassesses them considerably when the sampling error of Ris large
relative to the excess of the overpayment error rate over the target.

We have also evaluated the application of Rule B by using the
simulated samples drawn from the Test Populations A, B, and C, and using the
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criterion (R - 1.645s4) > 0 rather than the suggested log-Jackknife-replicate transfor-

mation. The results are presented in Table 3-2. We conclude from Table 3-2 that for
the three test populations the application of Rule B, using sample estimates of R and

OR, gives quite satisfactory results, i.e., the Dg/A in each case is close to R - Ry, except
for the smallest sample size. For the smallest sample size for Test Population C,
especially, the ratio of average computed to correct disallowance (last column) is
sufficiently small to result in underestimation of disallowances by about 10 percent.
The ratios in the last column of Table 3-2 are reasonably close to and confirm the
corresponding approximate ratios in column 11 of Table 3-1, for comparable values
of (R-Rg)/ogr. Of course, the results presented in Table 3-2 are averages from 1000

independent replicate samples and are subject to some sampling variability.

The coefficients of variation (CV) of the 6A for the illustrative samples
are shown in column 9 of Table 3-1. It is seen that the CV increases rapidly as the
excess of the overpayment error rate over the tolerance decreases.

For Rule A, the magnitude of the sampling errors relative to the
disallowances (illustrated by the "CV of actual disallowances” shown in column 9 of
Table 3-1) has been the basis for a concern expressed by some states that the amount
of the disallowance may vary widely due to sampling error. This concern has led
some of the states to propose the adoption of Rule C for computing disallowances,
i.e., that disallowances be computed by using a lower confidence bound instead of
the point estimate. The consequences of doing this for a one-tailed 95 percent
confidence bound (i.e., a lower 90 percent two-tailed confidence bound) are
illustrated in columns 8 and 12 of Table 3-1. If such a lower confidence bound were
adopted, the disallowance for a state would rarely exceed the correct value, and then
only by a relatively small amount. Also, as seen in Table 3-1, the average of such
disallowances would be below, and often far below, the correct disallowance.
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Table 3-2.

Average annual disallowances, computed for Rule B, for specified sample sizes (based on

1000 independent samples from each test population, and assuming tolerance of Ry=.03)

Standard error of ﬁ

Disallowances*
Average Ratio of
Proportion | computed Correct average
of samples |disallowance| disallowance| computed to
with proportion | proportion | correct dis-
A - allowance
Sample size oR (R-.03)/0g Dg>0 Dg/A R-.03
Test Population A
(R =.0730)
2400 360 0071 6.1 1.000 0431 .0430 1.00
1200 360 .0079 5.4 1.000 0424 0430 99
880 260 .0093 4.6 0.999 0426 0430 99
350 160 0129 33 0.957 0422 0430 .98
Test Population B
(R = .0795)
2400 360 0071 7.0 1.000 0489 0495 99
1200 360 .0087 5.7 1.000 0490 0495 99
880 260 0103 48 1.000 0487 0495 98
350 160 .0152 33 0.984 .0490 .0495 .99
Test Population C
(R = .0662)
2400 360 0079 4.6 0.997 0359 0362 99
1200 360 .0088 4.1 0.996 0360 0362 99
880 260 0103 35 0.976 0352 0362 97
350 160 0143 2.5 0.791 0326 0362 90

*See Table 3-1 and Notes for Table 3-1 for definitions.
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In Section 3.7 we describe an alternative procedure, Rule D, for
computing and assessing disallowances that may have advantages over assessing an
annual disallowance solely on either the point estimate or a lower confidence
bound. Before doing this, however, we review some of the implications of using a
lower confidence bound rather than the point estimate in computing disallowances.
These issues include choice of a probability to associate with a lower confidence
bound, improved procedures for computing lower confidence bounds, the
comparative precision of the lower confidence bounds and the point estimate, a
procedure to avoid a concern that poor-quality work on QC in a state could work to
the disadvantage of the Federal government by lowering the lower confidence
bound, and some limited discussion of optimum sample size considerations.

3.3 Some Implications and Issues Concerning Use of the Lower Confidence
Bound

We comment here on a few points that are relevant if the lower
confidence bound is to play a role in the computation of disallowances, whether
based on Rule B or C discussed above, or on Rule D described later (Section 3.7).

3.3.1 Choice of Nominal Confidence Level

The term "nominal confidence level” refers to the desired probability
that a confidence interval include the true value that is being estimated. The actual
probability may differ from the nominal, although, with appropriate sample design
and sufficient sample size, the actual and nominal probabilities may be reasonably
close together. For this discussion, we assume they are equivalent. The issue to be
considered is at what level the probability associated with a confidence interval, or
with an upper or lower confidence bound, is to be specified.

We assume that a 90 percent confidence interval is defined in such a
way that a 5 percent probability is associated with each tail, that is, the lower
confidence bound is such that the probability is about 5 percent that it exceeds the
value being estimated (which we refer to as the true error rate), and the upper
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confidence bound is such that the probability is about 5 percent that it is below the
true error rate. Similarly, for a 95 percent confidence interval, the probabilities are
about 2-1/2 percent that the lower bound exceeds and are also about 2-1/2 percent
that the upper bound is below the true error rate. The higher the specified
probability for inclusion of the true value witnin the confidence interval, the lower
is the probability associated with each tail. However, a choice must be made of the
confidence level to be used; this is a policy decision.

We note that while practice does and should vary, depending on the
circumstances and policy judgments made, in much statistical practice 95 percent
confidence intervals are displayed and used as measures of precision. Also, the use
of a 95 percent confidence level has been the common practice in computing two-
tailed confidence intervals to provide measures of precision in AFDC. While there
is no necessary reason for adopting the same probability level for computing a lower
one-tailed confidence bound, it seems reasonable and is common practice to do so.
In a number of analyses, we have displayed both 90 and 95 percent two-tailed
confidence intervals, and corresponding 95 percent (or 5 percent) and 97-1/2 percent
(or 2-1/2 percent) lower (and upper) confidence bounds. We have adopted a
95 percent lower confidence bound more generally for illustration (or a 95 percent
upper confidence bound in some instances) because it seems to represent the most
common practice and is consistent in probability level with the level in use in
AFDC for measuring precision. However, to the extent that lower confidence
bounds have a role in computing disallowances, the adoption of a confidence level
can have a substantial impact on the resulting magnitude of the disallowance, and
consequently the choice of an appropriate probability level should be a matter for
policy determination.

3.3.2 Improved Procedures for Computing Confidence Bounds

Another issue concerns the way in which the confidence interval, and
therefore its lower bound, are computed. The present procedure in AFDC in
computing a lower confidence bound, L, is

D A
L = R-tsR
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using the formulas given by Equations (1) and (3) in Chapter 1, respectively, for
estimating R and sg, and using t = 1.96 for a 95 percent confidence interval and for a

97-1/2 (or 2-1/2) percent lower confidence bound. Alternatively, we have suggested
above, for consideration, the use of t = 1.645 for a 95 (or 5 percent) percent lower
bound. As we have shown earlier (Section 2.3), with the highly skewed distribution
of overpayment errors, the probability that the lower bound is greater than the true
error rate is much less than the nominal 2-1/2 percent. We have also shown that
the results are similar for the lower bound of a 90 percent confidence interval (i.e.,
for a 95 percent lower confidence bound). In Section 2.4, we have suggested the use
of a log-Jackknife replicate method of computing confidence intervals which, on the
basis of the analyses we have completed, provides probabilities considerably closer to
the nominal levels. As noted before, the results are encouraging, although further
work on the problem is desirable, particularly in the search for even more useful
transformations.

We also note that the computation of confidence intervals using the
log-Jackknife-replicate method involves more computing than if computed by the
simpler procedure, but with present computer speeds and costs, the difference seems
to be unimportant in relation to the potential impact on disallowances if based on a
lower confidence bound (see footnote in Section 2.5.2).

3.3.3 Comparative Precision of Lower Confidence Bound and Point Estimate

In Section 2.5.2 of this report and in Section D.1 of Appendix D we
explain why the lower confidence bound of the overpayment error rate has
considerably greater precision than the point estimate, contrary to the usual
situation. We illustrate the comparisons for three test populations. The principal
relevance to this discussion is that possible questions concerning the precision of the
lower confidence bound do not mitigate against its use in computing disallowances.
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3.3.4 Controlling Impact of Sample Size and of Poor-Quality QC Work on
Lower Confidence Bound

Another problem with the use of the lower confidence bound in .
computing disallowances is that it can be lowered by decreasing the sample size or by
lowering the quality of the QC reviews done by the state. The first of these effects
can be controlled by insistence on minimum sizes for the state sample and the
Federal subsample. Some discussion of the implications of alternative sample sizes
appears in this subsection and in Appendix D, and also in Sections 3.4 and 3.5.

It is easier to control sample size than the quality of QC work. The
presence of poor quality work can reasonably be suspected by an unusually low
correlation between the state and Federal findings for the cases in the Federal
subsample. An unusually low correlation, or continued observation of a
moderately low correlation (say below .8 or .85) may call for more intensive
monitoring of the state's QC operation. The distributions of correlations due to
sampling, and the distribution of estimated correlations by states, are given in
Appendix D. A study of such distributions, along with updating of such analyses
from time to time, can provide insight into correlations that may be lower than can
be expected from sampling variability alone.

The impact of low correlations on lower confidence bounds of
overpayment error rates can be reduced substantially by adopting a "minimum
correlation variance estimator." This is accomplished whenever the estimated
correlation in the formula for the variance (See Chapter 1, Equation (3)) is below a
specified minimum value, say .8, by replacing the correlation in the formula by the
specified minimum value. This decreases the estimated sampling error in such
instances, thus increasing the computed lower bound. Such low correlations may
occur because of poor-quality QC work, or because of sampling variability.
Whichever is the cause, the adoption of the minimum correlation variance
estimator provides a reasonable adjustment without having any effect on the point
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important and necessary, but it is not easy to specify the sample size needed for such
analyses. These analyses are to be done primarily ith the state samples which are,
of course, considerably larger than the Federal subsamples. For analyses by various
subclasses, it may be useful to accumulate samples over two or three years, and also
to plot control charts for subclasses based on quarterly or more frequent QC results.
The role of the Federal subsamples in this regard is simply to monitor the state QC
efforts so that the state samples will be reasonably effective in identifying sources of

errors by type.

One of the important considerations concerning the sample sizes that
are needed to provide information for corrective action (and also for computing
disallowances) is that when a :ate welfare system is "under control,” that is, it has
reduced its overpayment error rate in total and in the major jurisdictions or
subclasses to an acceptably low level, perhaps to or below the current three percent
tolerance, there may be little to gain from additional efforts at corrective action (and
nothing to gain from disallowances). Consequently, it seems reasonable for such a
state to reduce the QC program to a monitoring role, primarily to provide assurance
that the overpayment error rate does not rise substantially again. This could be
done with relatively small sizes of state and Federal samples (for example, perhaps
300 to 600 for the state sample and 150 for the Federal subsample).

We mention one other consideration with regard to sample size: any
effort to optimize sample size through a cost-benefit approach must take account of
the total expenditures involved. The exception is the case mentioned in the
preceding paragraph, where the administration of AFDC is demonstrably under
good control.

From a cost-benefit point of view, it may be worth using only a
relatively small QC sample in the smaller states. Cost-benefit considerations call for
higher precision and greater detail for large states. Large samples can provide
analyses at shorter time intervals, or by major administrative areas, or for
population subgroups, and may greatly facilitate identifying problems and taking
corrective action. In New York, for example, in fiscal year 1984 the cost of AFDC was
$957 million, while in Wyoming it was about $6 million, or about 6/10 of one
percent of the New York cost. Delaying or failing to take effective corrective action
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in Wyoming could not noticeably impact total erroneous expenditures in the AFDC
program, whereas delay or ineffective action could be enormously costly in New
York (and in each of a number of other large states). It would be totally cost-
ineffective to call for equal sample sizes or equal precision in these two states -- too
costly to take a large sample in Wyoming, and large losses would be risked if a small
sample were used in New York, at least until the error rate is acceptably low.

We think the need for larger samples in the larger states is reasonably
obvious from a cost-benefit point of view without further comment and
justification. The analysis in Section 3.5 of optimum sample size for determining
disallowances using a lower confidence bound provides a rather striking illustration
of this point.

3.5 Optimum Sample Size for Computing Disallowances

We now turn to consideration of optimum sample size when the sole
purpose of QC is assumed to be the computation of disallowances, and the goal is to
minimize the overall cost to the Federal government of overpayment errors in the
AFDC program, taking joint account of the cost to the Federal government of QC
and of the returns from disallowances.

When the point estimate is used to compute disallowances (Rule A) it
is not feasible to determine objectively an optimum sample size based on expected
(or average) results. This is because, whatever the sample size, the sampling errors
of the estimates of the overpayment error rates are both positive and negative, and
when the estimated error rate is used in the computation of the disallowance, the
long-run average effect of the sampling error in the estimation of disallowance is
close to zero for high error rates and is a decreasing function of the sample size. If
the true error rate is close to the target rate, the average of the disallowances is
positive (as discussed earlier), and increasingly so, as the sample size is decreased.
Consequently, it is no longer true that there is an approximately equal chance of
positive and negative errors. However, it is still true that the Federal government
gains more, on the average, as the sample size is decreased, since the average
expected disallowance is larger. (See Appendix F.)
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Thus, from a simplistic point of view, if the point estimate is used, the
optimum sample size is to make the state sample and the Federal subsample as
small as possible (like a sample of 2), and still make it possible to make an estimate.
Of course, this is ridiculously small; neither the Federal government nor the state
would be willing to deal with such a ridiculously small sample. It just means that
we do not have a basis for obtaining an optimum sample size based jointly on cost
and expected or average return from disallowance.

One might make some assumptions about the cost of errors in the
point estimate that result in much too large a disallowance in some years, and much
too small in others, and possibly arrive at an optimum based on the costs and
disadvantages of such variability. We have not taken this approach here, because it
does not appear very promising, at least at the present stage of this analysis. We
conclude that the determination of optimum sample size for computing
disallowances by Rule A is a judgment decision, not effectively guided by a
mathematical solution, at least for the present.

The situation would be quite different if the lower confidence bound
were to be used in computing disallowances. In this case, from the Federal point of
view, the larger the samples for a state, the smaller the sampling error, and
therefore the higher the average disallowance. But to achieve a larger sample costs
additional Federal funds, both for the Federal subsample and for the state sample.
Under these circumstances, it is possible to determine the sample size that
maximizes the Federal return. This is done in Appendix G where details are
presented. We summarize some results here.

In this analysis it is assumed that the Federal costs for QC include half
of the cost of the state QC sample, and the full cost of the Federal QC sample. We
used, for determining unit costs, the costs and caseloads quoted in a memorandum
from OFA outlining a meeting on September 4, 1984, with the Ways and Means
Staff regarding the AFDC Quality Control System and Error Rate Disallowances.?

ZMemorandum to Debbie Chassman from Barbara Levering, Department of Health and Human
Services, Office of Family Assistance, Social Security Administration, dated August 31, 1984,
September 4 Meeting with Ways and Means Staff on AFDC Quality Control System and Error Rate
Disallowances and attached outline on Briefing Points for Ways and Means Staff.
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The resulting assumed unit costs were $130 Federal cost (1/2 total unit cost) of the
state sample per case, and $330 per case for the Federal subsample. We also assumed
a target error rate of 3 percent, as called for in 1984 and afterwards by present
legislation. Various levels of total Federal payments were assumed that are
illustrative of payment levels in the various states. We also assumed that the
Federal subsample size was 15 percent of the state sample size, as it is in some of the
larger states. The computations could readily be carried through for other
subsampling fractions, and would yield similar results. We also assumed three
levels of the standard deviation of the payment errors, that the correlation of state
and Federal findings was .9, and that the correlation of R and sg was .83 Given the
above assumptions, we obtained the summary results displayed in Table 3-3.

Table 3-3. Approximate optimum Federal sample sizes (n') for computing annual disallowances based
on a lower confidence bound (Rule C), for alternative levels of total Federal payment, and
of excess of overpayment error rate over the target rate

Excess of payment error rate over target
Size of Federal Standard
payment deviation of
($1,000,000) payment errors 01 02 .03 .04 .06
20 30 -- -- 84 84 84
50 -- .- 117 117 117
70 -- -- 140 147 147
50 30 -- 154 154 154 154
50 -- 215 217 217 217
70 -- 239 271 271 271
300 30 510 510 510 510 510
50 673 716 716 716 716
70 545 800+ 800+ 800+ 800+
500 30 716 716 716 716 716
S50 800+ 800+ 800+ 800+ 800+
70 800+ 800+ 800+ 800+ 800+

3Elsewhere we have assumed .7 for this correlation (see, for example, Appendix E). This .8 assumption
here was based on early results. We have not regarded it as worthwhile to recompute assuming a
correlation of .7.
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We note that the optimum Federal sample size becomes zero (denoted
by "--" in the table) as the excess of the overpayment error rate over the target gets
small. This means that, in such instances, the amount recovered in disallowance is
equal to or less than the Federal cost of QC sampling. On the other hand, the
optimum sample sizes increase and become considerably larger than the present
Federal subsample sizes as the excess of the overpayment error rates over the target
increases, and as the total Federal payment becomes large. (Note that an entry of
800+ in the table signifies that the optimum Federal sample size is greater than 800.
Our computation did not extend beyond that size.) We emphasize, again, that this
optimization is for separate computation of disallowances each year, using the lower
confidence bound in the computations (Rule C), and that the optima are computed
only to maximize net return from disallowances to the Federal government.

From the point of view of a state (instead of the Federal government),
the effect of jointly minimizing a state's cost of conducting the QC operation and its
losses from disallowances is totally different. Obviously, if a lower confidence
bound is used to compute disallowances, the optimum size of a state sample is the
smallest that it is permitted to use, for this would increase the sampling error and
therefore lower the lower confidence bound and the disallowance. It would
simultaneously reduce the cost of QC.

3.6 The Impact in FY 1981 of Three Disallowance Rules - Rules A, B, and C

For fiscal year 1981, disallowances were assessed against 27 states and
Puerto Rico (see Table 3-4). Waivers were granted in six of those cases. The
disallowances assessed were computed by Rule A, that is,

D = (ﬁ—Ro) A, if positive,

where Ry and A vary from state to state. (For the states of Arizona and Texas, a
somewhat different and more complex computation was used, but the difference is
not relevant to this discussion.)
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Table 3-4 presents the assessed disallowances for Rule A. It also
presents, for comparison, what they would have been if computed by Rules B or C
(as described in Section 3.2). Rule B computes the disallowances as in Rule A, except
that if the 95 percent lower confidence bound is less than the target level, the
disallowance is waived. The lower confidence bound is computed as R- 1.645s5

where R and sg are computed by the current procedures (Equations (1) and (3) in

Chapter 1 except for states that use a stratified sampling estimator).

Rule C bases the disallowance on the lower bound alone, as has been
suggested by some. That is, the disallowance is computed as the excess of the lower
bound over the target rate, applied to the Federal payment:

D = (R-1645s3 - R) A, if positive.

The totals for all 27 states are shown for each rule, as well as the totals
reduced by the amounts for the states for which the disallowance was waived. Thus,
after waivers, the total disallowance is 17 percent less for Rule B than for Rule A,
and is 58 percent less for Rule C than for Rule A. The larger aggregate loss for
Rule C occurs because sampling errors are large enough that the 95 percent lower
confidence bounds are considerably below the point estimates.

3.7 An Alternative Rule for Computing Disallowance ~ Rule D

We describe here another rule, designated Rule D, which combines
certain attractive characteristics of Rules A and C, but mitigates certain unattractive
characteristics from the points of view of the Federal government and of the state.

Disallowances as now computed by Rule A are subject to relatively
large sampling errors in many states, even with the larger annual samples in use in
the QC program in some states. These relatively large sampling errors can lead to
substantially overstated or understated annual disallowances in a given year.
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Table 34. Disallowances based on alternative rules, FY 1981

Disallowance

State Federal expenditure Rule A Rule B Rule C
AL 55,257,339 46,527 0 0
AZ 18,204,168 209,475* 293,014* 1,642*
CA 1,270,296,772 35,066,542 35,066,542 17,449,396
cO 47,081,958 1,898,203 1,898,203 1,104,828
CT 102,601,922 313,038 0 0
FL 121,842,954 3,467,041 3,467,041 2,408,721
HI 46,619,415 1,211,639 1,211,639 283,859
ID 14,481,785 691,187 691,187 243,773
IN 83,266,989 112,744 0 0
KS 47,251,492 1,902,865 1,902,865 1,174,489
MD 113,146,541 1,325,172 0 0
ME 40,439,640 167,744 0 0
MN 134,920,297 571,253 0 0
NE 27,006,307 279,947 0 0
NJj 270,515,844 1,279,810* 0 0
NM 32,394,291 2,553,545 2,553,545 1,800,804
NY 755,115,221 6,269,722 0 0
OH 333,931,792 3,930,043 0 0
OK 58,315,715 1,508,394 1,508,394 526,570
SC 56,158,502 1,003,946* 1,003,946* 456,559*
SD 11,866,284 12,804 0 0
TN 59,079,920 1,754,496 1,754,496 1,093,902
X 87,575,396 1,112,295 1,396,127 273375
UT 34,319,580 299,747 0 0
VT 26,751,544 225,194* 0 0
WA 118,607,888 4,161,714 4,161,714 1,750,039
WY 4,235,182 412,782 412,782 324,958

Totals 3,971,284,738 71,787,869 57,321,495 28,892,915

Total,

after waivers 67,444,525 56,024,535 28,434,713

*Denotes that the disallowance was waived.

Rule A: The current rule, based on the point estimate.
Rule B: Based on excess of point estimate over the target error rate, but only if the 95 percent lower confidence

bound is above the target error rate.
Rule C: Based on the excess of the 95 percent lower confidence bound over the target error rate.

Note: A somewhat different computation of the disallowance was done for the states AZ and TX than would
result from a simple application of Rule A. The figures for these states in the column headed "Rule A"
reflect the disallowance as assessed rather than the disallowance computed by Rule A. On the other
hand, the figures in the column headed "Rule B" are computed by Rule B, which for these states gives
the same disallowance as obtained by Rule A.
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The relative magnitude of these sampling errors is illustrated by the
coefficients of variation shown in column 9 of Table 3-1. The limits of 95 percent
confidence intervals would vary from sample to sample, but, on the average, would
correspond to about two times the coefficients of variation shown in that table. For
example, the standard error of R of .006 shown in column 2 is approximately
illustrative of the standard errors in the states with the larger QC samples (a state
sample of about 2400 and a Federal subsample of about 360). Column 9 shows that
for such a large state, with an error rate of 5 percent (i.e., R — Ry = .02, with a target
level of Ry =.030, and a sampling error of .006) the coefficient of variation of the
estimated disallowance is .30. Consequently, for such a state, the bounds of the
95 percent nominal confidence intervals would average between 60 percent above
and 60 percent below the correct disallowance. About 5 percent of the time, the
value being estimated will be either below or above the confidence interval. For a
smaller state with a sampling error of .012, this range would be approximately
doubled. These are relatively wide ranges due to sampling error. As seen from the
table, they would be much larger for states with the same sampling errors, but with
overpayment error rates closer to the 3 percent target, and of course would be
considerably smaller for states with overpayment error rates considerably above the
illustrated rate of 5 percent.

From the point of view of the states, the problem of the large
overestimates of disallowances that will occur in some years would be avoided by
use of the lower confidence bound (i.e., Rule C) instead of the point estimate.
However, as illustrated in column 12 of Table 3-1, and also in Table 3-4, with present
annual sample sizes this would result in large losses to the Federal government by
consistently and substantially understating the disallowances that would be assessed
if the true payment error rates were known.

Another problem with Rule A is that disallowances are assessed only
when the estimated error rate is above the target. Thus, because of sampling
variation, a state may be assessed a disallowance when in fact the payment error rate
is equal to or below the target rate. Moreover, since negative disallowances are not
permitted by Rule A, such disallowances would not be compensated for over time.
Consequently, a state that is at or near the target rate, above or below, would on the
average be improperly assessed disallowances. A state whose error rate is
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moderately above the target rate would, on the average, be assessed a considerably
larger disallowance than it would be if the true error rate were known.

To eliminate or substantially reduce these problems, we have
developed and have simulated the application of Rule D for computing
disallowances. This rule accumulates the full disallowances across years, computed
by Rule A except that negative total disallowances are allowed to accumulate on the
books. It assesses an annual cash disallowance on the basis of a lower confidence
bound of the accumulated total disallowance. The final accumulated settlement is
based on the accumulated disallowance based on the point estimates and is made
when the relative sampling error (the coefficient of variation) of the accumulated
total disallowance is acceptably small, say less than 10 to 15 percent. What is
acceptably small is a policy decision.

Convenient computation formulas are given in Appendix H. Over a
few years, the application of Rule D greatly increases the effective sample size and
greatly reduces the large annual fluctuations of disallowances due to sampling
errors. Prior to a final settlement date, at which time the accumulated disallowance
is based on the annual point estimates and a much larger sample, the Federal
government recovers somewhat less in cash but avoids considerably overassessing
some states each year.

We note that under this procedure, the lower confidence bound of the
accumulated disallowance estimate for a given year, say year i, may be less than the
lower confidence bound of the accumulated disallowance in the prior year, i-1. In
this event, the Federal government could pay the difference to the state. The total
accumulated disallowance would then remain the accumulation of the annual
disallowances. Alternatively, credit could be given against future disallowances.
The choice is a policy decision.

We note, also, that when the excess of the true error rate over the
tolerance becomes small, say, less than one percent, the coefficient of variation of
the accumulated disallowance remains large (above 10 or 15 percent) for many years,
and a settlement would be long delayed. This is as it should be, because the amount
of settlement in such an instance cannot be estimated acceptably from a sample of
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any reasonable size, and therefore even after the sample is accumulated over a
number of years. We also note, as will be seen later, that under Rule D, for states for
which the sample is large and the excess of the overpayment error rate over the
tolerance is also large, a cash settlement may be reached within two or three years or
even annually.

While the application of Rule D will result in considerable reduction
initially in the cash withholding by the Federal government, a temporary cash loss
may be acceptable for a few years in order to avoid substantially overassessing some
states in individual years. Interest charges (or payments) might be introduced for
the amounts carried on the books, in which event the disadvantage to the Federal
government would appear to be reduced or removed. On a relative basis, the
accumulated disallowance based on the lower confidence bound would approach,
over a number of years, the full disallowance based on the point estimate.

Table 3-5 illustrates the expected (average) consequences of applying
Rule D to a state with an annual sampling error of .006, and also of .012, for a fixed
annual Federal payment of $100 million. It shows, for varying levels of the true
error rate, the expected accumulated disallowances over a period of 1 to 16 years,
based on Rule D, compared with those for Rules A and C. Appendix H describes the
application of Rule D more fully, and it contains 16 illustrative examples of
disallowances computed by Rules D and A, for successive years. The tables display
random variations as they may occur in practice, for various values of the true
overpayment error rate, and of the standard error of the estimates.

It is seen from Table 3-5, and from Appendix H, that Rule D provides a
compromise approach between Rule C and Rule A. In the first year, with Rule D,
the cash disallowances are the same as for Rule C, although the balance of the full
Rule A disallowance is recorded as an obligation available for offset in subsequent
years.

While the accumulations are carried through 16 years in Table 3-5, they
could be cut off after the estimated coefficient of variation becomes acceptably small
and the accumulation process would begin again. The accumulated settlement
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Table 3-5. Expected accumulated disallowance compar . for Rules A, C,and D

Accumulated measures

Expected disallowance

Rule D
Federal |Standard| Correct
payment| error dis- Ccv
R- RO Year [($1 mil.)] of R |allowance] Rule A | RuleC Cash | Book | Total | of total
.05 1 100 0060 5.0 5.0 4.0 40 1.0 5.0 120
2 200 .0042 10.0 10.0 8.0 8.6 1.4 10.0 .085
4 400 0030 20.0 20.0 16.1 18.0 2.0 20.0 .060
8 800 .0021 40.0 40.0 321 37.2 2.8 40.0 .042
12 1,200 0017 60.0 60.0 48.2 56.6 34 60.0 .035
16 1,600 .0015 80.0 80.0 64.2 76.1 3.9 80.0 .030
.05 1 100 .0120 5.0 50 3.0 3.0 2.0 5.0 .240
2 200 0085 10.0 10.0 6.1 72 1 28 10,0 1__.170
T —

1 |
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would then be based on the accumulated results of the annual point estimates, and
on a sample several times larger than the sample for a single year. The cut-off time
would be extended more or less indefinitely for states with overpayment error rates
near the target. Various modifications of Rule D could also be considered.

An important consequence of applying Rule D is that, prior to final
settlement, the accumulated cash disallowance and thus the cash disallowance
assessed in each individual year is determined from a confidence interval computed
from the much larger accumulated QC sample. At the time of final assessment of
the full disallowances the samples are much larger than the annual samples. Such
an approach substantially reduces the wide variability in annual disallowances that
occurs due to sampling variability under present procedures, especially for states
with error rates close to the target or with small samples. This wide variability is
illustrated, in detail, in the column headed "AFDC" of Tables H-1 through H-16 in
Appendix H, giving the annual cash disallowance that would be assessed under the
present rule. (Note that negative values in this column would, under present rules,
result in a zero disallowance.)

Another consequence of Rule D is that it allows only a very low
probability of assessing any cash disallowances against a state that is, in fact, meeting
or near (above or below) the target payment error rate but which would often be
assessed disallowances under the present procedure, due to sampling variability.

We note that in the application of Rule D, there may be an unusually
large Federal withholding in the year of a final settlement. If desired, this
adjustment to the point estimate could be spread over two or three years to make a
smoother series of disallowances.

A question that arises is how to treat waivers in the application of
Rule D. Waivers occur when, for various reasons, all or a part of the disallowance
that would otherwise be assessed against a state for a particular year is waived. In
Table 3-4 above, full waivers for 1981 were granted for six states. No specific
question arose because all waivers were full waivers. With Rule D, as with the
other procedures, the disallowance after a full waiver would be zero. The added
accumulation for that year would then be zero. For a partial waiver, the nonwaived

3-25



Table of Contents

Chapter 3. Considerations in Choice of Lower Confidence Bound Versus Point Estimats _in Determining Disallowances

part of the disallowance would be accumulated. The computation of the estimated
standard error would reflect appropriately whatever waiver was allowed.

In Table 3-9, we illustrate computation of disallowances for each state
by Rule D for the four fiscal years 1981 through 1984, the years for which
information is currently available. Since waivers are available only for 1981, we
have made the computations without waivers.

We note that, because of some exceedingly high target rates for some
states for 1981 (and to some extent for 1982, also) the results presented in Table 3-9
provide a quite distorted picture from the application of Rule D. For example,
Ilinois has a target rate for 1981 of 12.7 percent. Its observed rate of 8.3 percent is still
a high error rate. If Rule D were to be applied to Illinois beginning in 1981, the state
would receive an initial book credit of 17.5 million dollars, to be credited against
future disallowances. It seems highly undesirable to initiate Rule D for such a state,
and more appropriate to initiate the rule for a state with a negative disallowance
only if the target for the state is below a specified level, for example, below 8 percent.
Of course, the setting of this specific target level is a policy determination. If the
specified target level for 1981 were set at 8 percent, then, of the 17 states with 1981
target rates over 8 percent, only one (Maryland) with a 1981 target rate of more than
8 percent has a 1981 observed overpayment rate above its target rate.

In Table 3-6, we provide a summary of the aggregate results from the
application of Rule D for two levels of the allowable 1981 target rate (8 percent and
10 percent) for the initiation of Rule D, assuming that the application of Rule D
begins in 1981. Excluded from these respective summaries are the 16 states with
1981 target levels above 8 percent for which the computed disallowances are
negative, and the 6 states with 1981 target levels above 10 percent for which the
computed disallowances are negative (see Table 3-9).
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Table 3-6. Summary of aggregate disallowances from application of Rule D to eligible states,* 1981-
1984 (thousands of dollars)

Annual Accumulated
(Rule A) (Rule D)
Annual Cumulated Cash Book Total
(000) (000) (000) (000) (000)
Allowable target rate in 1981
is 8 percent or less
Total 1981 70,837 70,837 28,901 34,542 63,443
1982 88,137 158,974 81,422 63,576 144,999
1983 119,836 278,810 179,908 79,407 259,315
1984 158,750 437,560 313,796 102,723 416,518
Allowable target rate in 1981
is 10 percent or less
Total 1981 70,837 70,837 28,901 18,941 47,842
1982 88,518 159,355 81,422 41,268 122,691
1983 124,755 284,110 179,908 60,421 240,329
1984 173,591 457,701 320,846 91,092 411,938

*Eligible states are those that have 1981 target overpayment rates that are less than the allowable target, or that

exceed the allowable target but have a positive disallowance for 1981.
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Table 3-7 provides a summary of the additional disallowances that
would be assessed for those states that would reach a full settlement some time
during the four-year period for which data are available if an estimated 15 percent
coefficient of variation were the criterion for settlement on the basis of the point
estimate. Table 3-8 gives similar results if the criterion for a full settlement were an
estimated coefficient of variation of 10 percent.

The District of Columbia is not included in the summaries provided in
Tables 3-7 and 3-8 because its target rate was 16.3 percent in 1983 with a negative
computed disallowance. For D.C., Rule D would have been initiated in 1982 because
the disallowance was then positive, and presumably a complete settlement would
have been made for D.C. for each of the years 1982, 1983, and 1984 since its cv in each
of these years was less than 10 percent. The total settlement for the three years
would have been $9,743 thousand.

Table 3-7. States reaching full settlement by or before 1984, if Rule D were initiated in 1981, and if a
15 percent estimated cv were adopted as the criterion

Full settlement at end of fiscal year] Added settlement
Percent of Federal payment
Amount
State Year cv ($000) This year Cumulative
Arizona 1983 .14 935 24 1.2
Colorado 1984 15 1,207 23 0.6
Florida 1984 .15 2,364 1.6 05
Michigan 1983 15 9,961 1.8 0.6
(Mich.) 1984 12 1,658 0.3 03
New Mexico 1982 13 935 3.0 15
New York 1983 15 18,177 2.1 0.7
S. Carolina 1983 14 1,107 21 0.7
(5.C) 1984 11 100 0.2 0.2
Wyoming 1981 13 88 2.1 21
Total 36,532
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Table 3-8. States reaching full settlement by or before 1984 if Rule D were initiated in 1981, and if a
10 percent estimated cv were adopted as the criterion

Full settlement at end of fiscal year Added settlement
Percent of Federal payment
Amount
State Year cv ($000) This year | Cumulative
Michigan 1984 .10 11,619 1.9 0.5
S. Carolina 1984 .10 1,207 2.2 0.6
Total 12,826
In summary, assuming the 8 percent 1981 target level, the total cash
disallowance would be:

Accumulated total cash, 1981 through 1984,
from Table 3-6

Add cash from 10 complete settlements (Table 3-7)

Add cash from complete settlements for D.C.
(not included in Table 3-6)

Total cash disallowances assessed over the
four years

Total accumulated on the book at the end of the

four years (102,723 from Table 3-6, less the

additional 36,532 from complete cash settlements)

Total accumulated disallowances in four years,
cash plus book

Amount

($000)

$ 313,796

36,532

9,743

360,071

66,191

426,262

Percent
of total

73.6

8.6

15.5

100.0

Due to possible minor differences from rounding, and especially
because waivers are not available and used in the results presented, and perhaps
because of other factors, Tables 3-6 through 3-9 may differ somewhat from the final
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determinations if Rule D were to be applied. Nevertheless, they provide satisfactory
illustrations of the kinds of results that would occur from applying Rule D.

3.8 Summary

A primary purpose of the quality control program in AFDC is to
measure the error rates and to identify likely causes of high rates, in order to guide
corrective action. Another major purpose is the assessment of disallowances, based
on QC estimates of overpayment error rates, in order to recover Federal funds that
have been paid because of overpayment errors above target levels, as prescribed by
law. The assessment of disallowances may also be an important factor in
influencing states to improve their administration and procedures, and thus to
reduce their error rates. The disallowances are currently computed annually using
point estimates. A number of states have presented arguments for the use of lower
confidence bounds in the assessment of disallowances because of the impact of
sampling errors on the assessments. The statistical consequences of using the lower
confidence bound versus the point estimate have been examined, and some
alternative procedures for computing disallowance have been described. They make
use of the point estimate, the lower confidence bound, or both, and one procedure
accumulates the computations of disallowances over time in order to reduce the
effect on the annual disallowance of large sampling errors. The statistical
implications of the four alternatives have been examined in detail and illustrated
with examples.
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Table 3-9. Application of Rule D to states

l Annual_Statistics ]
STATE Year Fed Contrib Target R-hait (X}
AK 1981 17,163,771 .221241 0.18189 0.02625
1982 16,140,020 .130621 0.12086 0.01871%
1983 15,019,618 .040000 0.15498 0.02128
1984 18,670,392 .030000 0.088627 0.01388
AL 1981 55,257,339 .076€399 0.07724 0.00816
1982 51,190,010 .050200 0.05293 0.00682
1983 52,044,121 .040000 0.03158 0.00475
1984 62,834,574 .030000 0.04383 0.00841
AR 1981 37,208,159 .074268 0.06788 0.00847
1982 24,566,499 .057134 0.07027 0.00800
1983 24,866,313 .040000 0.04856 0.00721
1984 28,755,157 .030000 0.03802 0.00693
AZ 1981 18,204,168 .0666881 0.08278 0.00873
1982 21,336,453 .053341 0.11603 0.01054
1983 39,230,909 .040000 0.10030 0.01251
1984 42,758,808 .030000 0.08658 0.01174
CA 1981 1,270,206,772 .040000 0.067861 0.00843
1982 1,366,989,822 .040000 0.06001 0.00790
1983 1,493,164,856 .040000 0.04808 0.00580
1984 1,586,346,350 .030000 0.05177 0.00798
oo 1881 47,081,058 .042135 0.08245 0.01024
1982 45,283,369 .041087 0.06603 0.00897
1983 81,766,123 .040000 0.08223 0.00673
1984 53,629,580 .030000 0.04818 0.00544
CT 1981 102,601,022 .070950 0.07400 0.00401
1982 105,097,773 .055475 0.06380 0.00902
1983 108,706,080 .040000 0.04401 0.00422
1984 111,939,465 .030000 0.03393 0.00458
DC 1981 44,362,601 .162980 0.13564 0.00948
1982 43,215,977 .101490 0.17123 0.01282
1983 40,036,549 .040000 0.13150 0.01316
1904 37,300,887 .030000 0.11219 0.01038
DE 1981 16,034,496 .120495 0.11276 0.01705
1982 14,158,437 .080248 0.11875 0.02287
1983 13,617,760 .040000 0.09371 0.01586
1884 13,785,238 .030000 0.07791 0.01637
L 19881 121,842,054 .050798 0.07925 0.00528
1982 119,632,382 .045399 0.08030 0.00543
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Annuel
(M positive)

-675,412
-157,543
1,726,655
714,518

46,471
-269,771
-438,211

717,409

-237,688
322,968
212,858
230,618

283,089
1,337,561
2,365,624
2,848,026

35,072,894
27,353,468
12,034,009
34,534,760

1,808,109
1,130,409
1,150,761

887,727

312,938
853,919
435,911
439,922

-1,212,878
3,013,882
3,663,344
3,085,760

-124,027
545,128
731,410
660,451

3,466,676
1,782,642

Cumulaied

(¢}
0
1,726,655
2,441,171

46,471
46,471
468,471
763,881

0
322,968
535,824
766,440

293,069
1,830,630
3,096,254
8,842,280

35,072,894
62,426,260
74,481,268
108,996,029

1,098,108
3,028,518
4,179,279
5,047,008

312,936
1,166,855
1,602,767
2,042,669

]
3.013,882
8,877,226
9,742,988

[+}

545,128
1,276,538
1,936,989

3,466,678
5,249,318

RULE D
Annual Values 1

Cash Book Fed Contrib R-hat sigma(D) Cash Book Total cv
0 -675,412 17,163,771 0.1819 450,549 0 -675.412 -675.412 0.67

0 -157,543 33,303,791 0.1523 542,389 0 -832,954 -832,954 0.65

0 1,726,655 49,323,407 0.150 629,404 4] 883,701 883,701 0.70

488,522 225,004 66,993,799 0.1295 680,868 488,522 1,119,685 1,608,217 0.42
0 46,471 56,257,338 0.0772 450,900 0 46,471 46,471 >1.00
0 -269,771 106,447,349 0.0655 570,257 0 -223,300 -223,300 >1.00

0 -438,211 158,491,470 0.0544 621,535 0 -681,511 -861,511 0.94
0o 717,409 211,126,044 0.0517 763,053 0 55,0808 55,808 >1.00

[+} -237.688 37,208,159 0.0679 240,737 0 -237,886 -237.686 >1.00

0 322,968 681,784,658 0.0688 310,873 ¢} 85,283 85,283 >1.00

0 212,856 66,660,971 0.0630 358,867 0 200,138 298,138 >1.00

0 230,618 115,416,128 0.0568 410,482 0 528,755 528,755 0.78

1,696 291,373 18,204,168 0.0828 177,127 1,686 291,373 283,069 0.60
1,158,028 179,533 39,540,621 0.1007 266,265 1,159,724 470,908 1,830,630 0.18
1,001,008 463,725 78,771,530 0.1005 568,185 3,081,822 934,631 3,998,254 0.14
2,530,487 312,539 121,530,338 0.0981 758,158 5,585,110 1,247,170 6,842,280 0.11
17,457,244 17,615,650 1,270,296,772 0.0676 10,708,602 17,457,244 17,615,650 35,072,804 0.31
19,951,197 7,402,269 2,837,288,594 0.0637 15,208,461 37,408,441 25,017,819 62,428,360 0.24
8,502,920 3,531,089 4,130,451,450 0.0580 17,355,567 45,011,361 28,549,808 74,461,269 0.23
27,777,882 6,756,809 5,716,797,800 0.0563 21,463,104 73,680,223 35,306,807 108,996,029 0.20
1,105,023 793,066 47,081,058 0.0825 482,119 1,105,023 783,086 1,808,108 0.25
975,572 154,837 92,385,327 0.0744 576,245 2,080,595 047,923 3,028,518 0.19
990,985 159,775 144,131,450 0.0700 873,373 ‘3,071,580 1,107,608 4,179,279 0.16
768,230 99,496 197,761,030 0.0636 733,857 3,839,811 1,207,195 5,047,005 0.15

0 312,936 102,601,822 0.0740 411,434 0 312,836 312,936 >1.00

0 853,019 207,699,605 0.0687 1,033,415 1] 1,166,855 1,166,855 0.89

[+] 435,911 316,405,775 0.0802 1,130,859 0 1,602,767 1,802,767 0.7

1,008 437,924 428,345,240 0.0534 1,240,541 1,888 2,040,690 2,042,689 0.81

0 -1,212,876 44,362,601 0.1356 419,871 0 -1,212,876 -1,212,876 0.35
857,876 2,356,208 87,578,668 0.1532 695,034 657,876 1,143,330 1,801,008 0.39
3,371,980 201,384 127,615,217 0.1464 872,167 4,029,836 1,434,715 5,464,350 0.18
2,930,739 135,021 164,816,104 0.1387 954,248 6,960,375 1,569,735 8,530,110 0.1
[} -124,027 16,034,496 0.1128 273,388 0 -124,027 -124,027 >1.00

0 545,128 30,192,833 0.1158 423,780 0 421,101 421,101 >1.00

369,058 362,351 43,810,693 0.1088 476,263 369,059 783,452 1,182,511 0.41
576,954 83,496 57,595,931 0.1014 527,020 946,013 866,049 1,812,062 0.29
2,408,397 1,056,279 121,842,954 0.0793 643,331 2,408,397 1,058,279 3,466,676 0.19
1,336,074 445,868 241,475338 0.0699 014,254 3,745,371 1,503,947 5,249,318 0.7
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Table 3-9. Application of Rule D to states (continued)

L‘ [ Annual Stalistics |  Rule A Disallowance®
STATE Year Fed Conirid Target R-hat s.e.  Annual Cumuialed
{it positive)
. 1983 138,762,474 .040000 0.04523 0.00353 725,728 5,875,048
, 1084 144,962,683 .030000 0.05354 0.00688 3,412,421 9,387,487
GA 1881 105,505,310 .065285 0.068517 0.00407 -12,133 0
1982 113,975,476 .052642 0.05143 0.00748 -138,138 )
1983 125,472,468 .040000 0.05725 0.00488 2,164,400 2,164,400
1964 133,858,211 .030000 0.08177 0.00814 4,252,875 6,417,075
Hi 1981% 46,619,415 .074888 0.10098 0.01210 1,211,685 1,211,685
‘ 1982 43,037,529 .057465 0.08217 0.01418 1,004,159 2,295,844
| 1983 43,207,080 .040000 0.00001 0.01258 1,253,437 3,549,281
I 1984 41,402,140 .030000 0.08853 0.01231 1,512,420 5,061,701
A 1981 83,978,881 .065241 0.04260 0.00440 -1,901,388 [}
I 1982 70,268,429 .052620 0.04492 0.00531 -541,052 0
| 1883 80,125,076 .040000 0.03430 0.00550 -456,713 0
| 1984 87,801,937 .030000 0.03662 0.00472 581,249 581,249
| D 1981 14,481,785 .042025 0.00065 0.01878 691,143 601,143
, 1982 13,153,079 .0414682 0.05430 0.01187 188,859 860,002
| 1983 14,024,312 .040000 0.02077 0.00975 -143,489 880,002
| 1984 13,849,770 .030000 0.00495 0.01924 899,543 1,759,546
L 1981 390,014,682 .127288 0.08254 0.00703 -17,491,868 0
| 1882 401,104,833 .002430 0.08243 0.00907 0 0
| 1983 411,830,534 .040000 0.08818 0.00782 11,507,148 11,507,148
[ 1984 421,853,209 .030000 0.08497 0.00887 14,752,207 26,348,355
| N 1981 83,266,989 .040000 0.04135 0.00525 112,410 112,410
| 1982 78,402,824 .040000 0.03858 0.00488 -112,900 112,410
| 1983 82,652,384 .040000 0.04852 0.00474 704,108 816,609
! 1984 91,286,467 .030000 0.03983 0.00304 879,000 1,895,697
| K§ 1881 47,251,492 .040903 0.08117 0.00937 1,802,876 1,002,676
I 1982 42,807,020 .040452 0.02813 0.00627 -525,015 1,802,676
' 1983 47,801,194 .040000 0.051t1 0.00025 531,071 2,433,747
1984 43,057,502 .030000 0.05480 0.00863 1,094,102 3,527,849
| KY 1881 90,638,877 .081195 0.04974 0.00431 -3,134,141 0
! 1982 83,326,419 .080597 0.03578 0.00421 -2,069,578 0
. 1983 86,117,601 .040000 0.03420 0.00396 -499,482 4]
1984 95,131,008 .030000 0.04148 0.00409 1,000,202 1,090,202
LA 1981 89,792,909 .087025 0.06705 0.00800 -1,793,813 0
| 1982 85,012,672 .063512 0.06163 0.00838 -159,004 0
1983 80,125,076 .040000 0.05675 0.00699 1,342,095 1,342,005
1984 93,291,207 .030000 0.05783 0.00597 2,605,344 3,047,439

Table of Contents

RULE O
Annual Values

Cash Book Fed Contrib R-hat sigma(D) Cash Book Total cv
523,472 202,255 380,237,810 00608 1,037,205 4,268,843 1,706,203 5,8975046 0117
2,754,905 657,516 525,200,473 0.0588 1,436,911 7,023,748 2,363,719 9,387,467 015
0 -12,133 105,505,310 0.0652 524,361 0 -12,133 -12,133 >1.00
[} -138,138 219,480,788 0.0580 998,945 0 -150,271 -150,271 »>1.00
86,732 2,077,888 344,953,254 0.0577 1,171,870 86,732 1,927,387 2,014,129 0.58
3,825,780 426,015 478,811,465 0.0589 1,431,193 3,912,492 2,354,312 6,266,804 0.23
283,749 827,936 46,819,415 0.1010 564,005 283,749 927,938 1,211,685 0.47
629,536 454,822 90,558,844 0.0819 840,461 913,285 1,382,558 2,295,844 0.37
989,503 263,035 133,764,024 0.0845 1,000,808 1,802,788 1,646,493 3,549,281 0.28
1,311,255 201,185 175,168,164 0.0802 1,123,198 3,214,044 1,847,658 5,081,701 0.22
0 -1,801,388 83,079,881 0.0426 369,511 0 -1,801,388 -1,8901,388 0.19
0 -541,052 154,246,310 0.0437 525,122 0 -2,442.,440 -2,442,440 0.21
0 -456,713 234,371,388 0.0405 685,536 0 -2,899,153 -2,899,153 0.24
0 581,249 322,173,323 0.0094 801,066 o -2,317,904 -2,317,904 0.35
243,756 447,387 14,481,785 0.0807 271,068 243,758 447,387 691,143 0.39
102,522 66,337 27,834,884 0.0733 312,294 346,278 513,724 860,002 0.38
-190,554 47,085 41,859,178 0.0587 340,817 155,724 560,809 718,534 0.48
748,558 150,085 55,508,955 0.0877 432,702 904,282 711,784 1,818,077 0.27
0 -17,481,868 390,914,682 0.0825 2,748,130 0 -17,491,868 -17.491,868 0.18
0 0 792,019,515 0.0825 4,559,322 0 -17,491,868 -17,491,868 0.26
0 11,597,148 1,203,850,049 0.0776 5,582,036 0 -5,804,721 -5,894,721  0.95
0 14,752,207 1,625,703,258 0.0743 6,251,110 o] 8,857,488 8,857,486 0.71
0 112,410 83,268,089 0.0414 437,152 [+] 112,410 112,410 >1.00
0 -112,000 161,669,813 0.0400 579,908 0 -490 -490 >1.00
0 704,198 244,322,197 0.0429 699,841 0 703,709 703,708 098
344,353 $34,736 335,600,064 0.0420 752,854 344,353 1,238,445 1,582,797 0.48
1,174,358 728,318 47,251,492 0.0812 442,746 1,174,358 728,318 1,802,676 0.23
-647,330 122,315 89,850,412 0.0560 517,102 527,028 850,833 1,377,661 0.38
311,930 219,141 137,660,808 0.0543 850,318 838,958 1,089,774 1,008,732 0.34
887.430 206,872 181,618,108 0.0545 775,055 1,726,389 1,276,448 3,002,835 0.26
0 -3,134,141 98,638,877 0.0487 429,444 0 23,134,141 -3,134,141  0.14
0 -2,069,578 182,965,206 0.0434 554,514 [¢] -5,203,719 -5,203,719 0.1
0 -499,482 289,082,807 0.0404 650,987 4] -5,703,201 -5,703,201 0.11
[+] 1,090,202 384,213,086 0.0407 758,401 0 -4,612,999 -4,612,988 0.18
0 -1,7982,6813 89,792,909 0.0671 538,757 o -1,783,813 -1,783,613 0.30
/] -159,804 174,005,581 0.0644 763,279 0 -1,953,807 -1,953,607 039
[} 1,342,005 254,930,657 0.0820 946,720 0 -611,512 -611,512 >1.00
186,973 2,418,371 349,221,864 0.0609 1,098,394 186,973 1,806,859 1,993,831 0.55
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Table 3-9. Application of Rule D to states (continued)

Table of Contents

] Rule A Dieallowance®

I Annual Statistics
STATE Year Fed Conurib Target A-hat s.6.  Annual
{it positive)
1981 266,857,338 119128 0.08260 0.00839 -7.073,353
1982 250,846,885 078563 0.07362 0.00613 -1,480,783
1983 223,000,695 .040000 0.11434 0.01028 16,577,872
1984 203,367,441 .030000 0.07757 0.00741 9,674,189
1981 113,146,541 .103815 0.11553 0.00741 1,325,512
1982 106,521,840 .071907 0.08218 0.00778 1,004,299
1983 112,256,768 .040000 0.05270 0.00424 1,425,661
1984 114,551,324 .030000 0.05685 0.00600 3,052,793
1981 40,429,640 .074661 0.07881 0.00930 167,743
1982 41,341,201 .057330 0.04005 0.00591 -877,170
1983 44,763,143 040000 0.04548 0.00776 245,302
1964 48,837,176 .030000 0.04144 0.00050 550,897
1981 549,625,657 .074685 0.07284 0.00755 -1,014,078
1082 532,150,082 .057343 0.08235 0.00592 13,307,500
1983 566,008,345 .040000 0.08144 0.00545 20,119,584
1984 615,275,603 .030000 0.08011 0.00591 30,831,455
1981 134,020,297 .040000 0.04423 0.00795 570,713
1982 127,746,141 .040000 0.03028 0.00700 -1,241,602
1983 140,175,501 .040000 0.02567 0.00389 -2,008,715
1984 151,030,687 .030000 0.02014 0.00314 -1,489,163
1901 116,840,385 .080665 0.07085 0.00874 -1,148,708
1902 105,937,011 .060332 0.04772 0.00598 -1,336,078
1983 113,032,839 .040000 0.03431 0.00382 -643,157
1984 120,007,650 .030000 0.03700 0.00524 050,854
1981 46,171,208 .090413 0.08909 0.00689 -1,027,158
1982 42,745,195 .085207 0.04738 0.00737 -762,019
1983 43,781,804 .040000 0.03491 0.00744 -222,049
1964 44,672,262 .030000 0.02027 0.003%17 -434,6681
1981 12,019,870 .078326 0.04923 0.01078 -349,724
1982 12,363,665 .050163 0.02547 0.00913 -418,569
1983 15,494,757 .040000 0.02456 0.00914 -239,239
1984 17,468,216 .030000 0.08910 0.01515 683,007
1981 106,567,740 .066082 0.05420 0.00418 -1,264,107
1982 96,970,814 .053031 0.03281 0.00337 -1,060,847
1983 103,724,778 .040000 0.02884 0.00379 -1,365,018
1984 102,084,223 .030000 0.03485 0.00437 499,473
1981 9,854,398 .040000 0.03089 0.00884 -89,774

Cumuialed

0
Q
16,577,872
26,252,061

1,325,512
2,419,811
3,045,472
6,808,264

167,743
167,743
413,045
971,742

0
13,307,500
42,427,084
73,258,540

§70,713
§70,713
570,713
670,713

[+}
1]
0
850,854

[~ - 28 - -]

Wwooo

499,47

RULE D
Annual Values

Cash Book Fed Contnb A-hat sigma(D) Cash Book Tolal cv
0 -7,073,353 266,657,338 0.09268 2,237,255 V] -7.073,353 -7,073,353 0.32
0 -1,490,783 517,504,223 0.0834 2,714,738 0 -8,564,138 -8,564,136 0.32
2,168,748 14,409,124 740,504,918 0.0927 23,553,184 2,168,748 5,844,988 8,013,736 0.44
9,170,239 503,050 943,872,359 0.0895 3,858,537 11,338,887 6,348,938 17,687,925 0.22
0 1,325,512 113,146,541 0.1155 838,416 0 1,325,512 1,325,512 0863
480,558 613,741 219,068,381 0.0984 1,178,877 480,558 1,939,253 2,419,811 0.49
1,273,565 152,096 331,925,149 0.0836 1,271,337 1,754,123 2,091,349 3,845472 0.33
2,768,739 286,054 446,476,473 0.0767 1,445,230 4,520,861 2,377,403 6,808,264 0.21
[ 167,743 40,429,640 0.0788 375,996 1] 167,743 167,743 >1.00
0 -877,170 81,770,831 0.0597 448,407 0 -509.428 -509,428 0.88
[+] 245,302 126,534,074 0.0546 567,211 0 -264,126 -264,126 >1.00
] 558,607 175,371,249 0.0510 732,790 0 294,572 294,572 >1.00
0 -1,014,078 540,835,857 0.0720 4,149,749 0 -1,014,078 -1,014,078 >1.00
3,722,828 9,584,673 1,081,7088,639 0.0775 5,210,088 3,722,826 8,570,595 12,293,422 0.42
27,729,659 1,300,926 1,647,874.984 0.0823 6,055,026 31,452,485 9,960,521 41,413,006 0.15
29,173,352 1,658,104 2,283,150,487 0.0817 7,082,994 60,625,836 11,618,625 72,244,482 0.10
0 570,713 134,920,297 0.0442 1,072,818 0 570,713 570,713 >1.00
0 -1,241,602 262,866,438 0.0374 1,403,864 0 -670,080 -870,980 >1.00
0 -2,008,715 402,841,938 0.0333 1,508,044 0 -2,8679,695 -2,679,695 0.58
0 -1,480,163 553,872,628 0.0297 1,578,945 [+] -4,168,0857 -4,168,857 0.38
0 -1,146,788 118,840,365 0.0709 787,504 0 -1,146,788 -1,146,768 0.69
0 -1,338,078 222,777,396 0.0589 1,009,361 0 -2,482,888 -2,482,868 0.41
0 -643,167 335,810,235 0.0513 1,097,838 0 -3,126,023 -3,128,023 0.35
/] 850,054 455,017,785 0.0475 1,265,183 o -2,275,169 -2,275,169 0.56
0 -1,027,155 48,171,208 0.0691 331,900 0 -1,027,158 -1,027,158 0.32
0 -762,019 90,016,403 0.0569 457,805 0 -1,789,173 -1,7898,173 0.26
0 -222,849 134,008,207 0.0511 561,700 0 -2,012,023 -2,012,023 0.28
0 -434,661 179,370,450 0.0434 579,278 0 -2,446,684 -2,446,684 0.24
0 -349,724 12,019,670 0.0492 129,572 0 -348,724 -349,724 0.37
0 -416,569 24,383,335 0.0372 171,845 [ -766,293 -766,203 0.22
[+} -239,239 39,878,092 0.0323 222,683 (o] -1,005,532 -1,005,532 0.22
0 683,007 57,346,308 0.0435 345,887 0 -322,525 -322,525 >1.00
0 -1,264,107 106,567,740 0.0542 445,453 0 -1,264,107 -1,264,107 0.35
0 -1,860,847 203,536,554 0.0440 552,468 0 -3.224,853 -3,224.853 0.7
0 -1,365,018 307,283,332 0.0382 678,058 0 -4,589,971 -4,588,871  0.15
1] 499,473 410,247,555 0.0374 813,818 0 -4,000,498 -4,090,488 0.20
(¢} -89,774 9.854,398 0.0309 87,113 0 -88,774 -89,774 097
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Table 3-9. Application of Rule D to states (continued)

L Annual_Statistics 1
STATE Year Fed Contrib Target R-hat s.e
1982 8,821,303 .040000 0.01909 0.00547
1983 9,248,940 .040000 0.02071 0.00741
1084 9,718,794 .030000 0.04887 0.01375
NE 1981 27,006,307 .044331 0.05470 0.01241
1962 28,287,670 .042168 0.00504 0.01858
1983 31,391,923 .040000 0.04870 0.00004
1984 32,168,889 .030000 0.06808 0.01252
NH 1981 16,882,118 .088656 0.06589 0.01241
1982 14,571,771  .063328 0.05855 0.01130
1983 14,079,658 .040000 0.04340 0.00722
1984 12,883,437 .030000 0.07822 0.01513
N 1981 270,515,844 .075481 0.0802%1 0.00764
1982 256,803,033 .057740 0.07341 0.00747
1983 248,950,007 .040000 0.06364 0.00576
1984 245,440,764 030000 0.05130 0.00640
NM 1961 32,394,201 .045037 0.12388 0.01413
1862 30,773,114 .042519 0.10524 0.010985
1883 29,869,817 .040000 0.06025 0.01031
1984 34,688,013 .030000 0.05914 0.00787
NV 1981 6,196,357 .040000 0.02260 0.00074
1982 6,023,000 .040000 0.01255 0.00590
1983 5,434,218 .040000 0.02691 0.00880
1984 5,084,327 .030000 0.02087 0.00073
NY 1981 755,118,221 .071713 0.08002 0.00828
1982 835,083,462 .055856 0.07958 0.00708
1983 883,636,254 .040000 0.09381 0.00011
1964 957,340,305 .030000 0.07114 0.00794
OH 1981 333,931,792 .076891 0.08888 0.00835
1982 334,115,763 .058448 0.07609 0.00821
1983 359,726,189 .040000 0.05609 0.00535
1984 401,828,269 .030000 0.08385 0.00475
oK 1981 58,315,715 .040000 0.08587 0.01023
1982 44,318,868 .040000 0.03813 0.00664
1983 48,180,858 .040000 0.04051 0.00859
1984 49,398,453 030000 0.0302% 0.00497
OR 1881 61,574,104 .098113 0.06772 0.01097
1982 52,881,730 .068056 0.07089 0.01088
1983 52,844,417 .040000 0.05883 0.00989

Rule A Disallowance®

Annual
(if positive)

-186,544
-178,412
163,858

280,028
1,521,141
213,151
1,253,300

-350,574
-69,624
47,850
582,589

1,279,269
4,020,984
5,885,367
5,228,018

2,553,415
1,930,120

604,884
1,010,750

-107,817
-165,353
-71,134
-48,725

68,272,742
19,811,520
47,548,467
39,384,980

3,930,043
5,895,139
5,707,004
13,801,819

1,508,628
-82,87¢
23,547
10,374

-1,871,422
86,409
1,047,005

Cumuialed

0
0
163,956

280,028
1,801,170
2,014,321
3,267,821

0

0
47,850
830,439

1,279,269
5,300,253
11,185,620
16,413,836

2,553,415
4,483,538
5,088,399
6,000,150

oo oo

8,272,742
26,084,282
73,832,729

113,017,709

3,930,043
9,825,182
15,613,176
20,214,005

1,508,628
1,508,628
1,532,174
1,542,548

0
86,409
1,134,314

Table of Contents

RULE D
Annual Values i

Cash Book Fed Contrib R-hat sigma({D} Cash Book Tolal cv
0 -186,544 18,775,701 0.0253 99,850 0 -276,318 -276.318 0.36
0 -178,412 28,024,641 0.0238 121,108 0 -454,730 -454.730 0.27
0 163,856 37,743,435 0.0207 180,347 ] -280,774 -280,774 062
0 280,028 27,008,307 0.0547 335,148 0 280,028 280,028 >1.00
853,867 867,474 55,283,877 0.0758 575,990 853,867 947,503 1,801,170 0.32
104,304 108,757 86,605,900 0.0653 642,103 958,061 1,056,260 2,014,327 0.32
1,062,711 190,588 110,854,769 0.0663 757,063 2,020,771 1,246,849 3,287,621 0.23
0 -350,574 16,882,118 0.0659 209,507 o -350,574 -350,574 0.60
0 -69,624 31,453,889 0.0625 266,470 0 -420,198 -420,188 0.83
o 47,850 45,527,547 0.0568 285,187 0 -372,348 -372,348  0.77
0 582,589 58,410,984 0.0607 345,438 0 210,241 210,241 »>1.00
0 1,279,269 270,515,844 0.0802 2,066,741 [+} 1,279,269 1,279,269 »1.00
663,319 3,357,865 527,119,777 0.0768 2,818,805 863,319 4,836,934 5,300,253 0.53
5,319,801 565,536 776,077,784 0.0728 3,162,586 5,083,150 5,202,470 11,185,620 0.28
4,821,807 606,409 1,021,524,548 0.0675 3,531,234 10,604,757 5,008,879 16,413,638 0.22
1,800,447 752,968 32,394,291 0.1239 457,731 1,800,447 752,968 2,553,415 0.18
1,748,002 182,029 83,187,405 0.1148 568,387 3,548,539 934,997 4,483,536 0.13
478,445 128,419 93,037,222 0.0973 646,453 4,024,084 1,063,416 5,088,389 0.13
910,827 90,924 127,723,235 0.0860 701,728 4,044,811 1,154,338 6,099,150 0.12
0 -107.817 6,196,357 0.0228 41,763 0 -107.817 -107,817 0.39
0 -185,353 12,220,157 0.0176 54,839 0 -273,170 -273,170 0.20
0 -71,134 17,854,375 0.0205 72,761 0 -344,304 -344.304 O0.21
0 -48,725 22,738,702 0.0206 87,988 [+} -301,029 -391,028 0.23
0 6,272,742 755,115,221 0.0800 4,727,021 0 6,272,742 6,272,742 0.75
13,632,028 8,179,495 1,500,198,683 0.0798 7,569,749 13,632,025 12,452,237 26,084,262 0.29
41,823,460 5,725,007 2,473,834,937 0.0848 11,049,098 55,455,486 18,177,243 73,632,729 0.15
35,499,474 3,885,508 3,431,175,242 0.0810 13,412,008 90,954,960 22,062,749 113,017,709 0.12
0 3,930,043 333,931,792 0.0887 2,788,330 0 3,030,043 3,830,043 o.M
3,390,870 2,504,269 068,047,555 0.0824 3,911,438 3,390,870 6,434,312 9,825,182 0.40
5,051,320 736,874 1,027,773,744 0.0732 4,359,262 8,442,180 7,170,986 15,613,176 0.28
12,044,575 657,245 1,420,600,013 0.0706 4,758,803 21,386,764 7,828,231 29,214,995 0.8
527,270 981,357 58,315,715 0.0859 598,570 527,270 281,357 1,508,628 0.40
-195,777 112,901 102,834,561 0.05389 665,203 331,493 1,094,258 1,425,751  0.47
-156,178 179,725 148,804,439 0.0497 774,458 175,314 1,273,884 1,449,208 053
-52,108 62,482 108,202,882 0.0449 812,441 123,208 1,336,466 1,458,672 0.58
0 -1,871,422 61,574,104 0.0677 675,468 0 -1.871,422 -1,871,422 036
4] 86,409 114,455,834 0.0691 887,293 0 -1,785,013 -1,785,013 050
0 1,047,805 167,300,251 0.0662 1,029,773 0 -737.108 -737.108 >1.00

9/19/86




Stt

PA

Rl

TN

VA

Table 3-9. Application of Rule D to states (continued)

Annusl Statistics ]
STATE Year Fed Contrib Target R-hat = s.e.
1984 57,654,583 .030000 0.04817 0.00724
1981 421,504,157 .122180 0.000468 0.00862
1982 420,207,729 .081095 0.08537 0.00794
1983 416,640,265 .040000 0.00009 0.01008
1984 405,621,898 .030000 0.00082 0.00867
1081 43,270,544 .097739 0.08251 0.08251
1982 40,285,720 .068870 0.05684 0.01099
1983 39,028,872 .040000 0.08107 0.0113
1904 41,318,420 .030000 0.03700 0.00879
1981 56,158,502 .080519 0.07840 0.00803
1982 53,583,504 .050250 0.00802 0.0073%
1983 53,676,391 .040000 0.07085 0.00801
1984 54,875,425 .030000 0.07784 0.00633
1881 11,866,204 .045230 0.04631 0.01448
1982 11,390,541 042615 0.03705 0.00764
1983 11,002,882 .040000 0.02112 0.00498
1984 11,749,803 .030000 0.02000 0.00870
1981 59,079,020 .050800 0.089050 0.00880
1982 $1,010,176 .049000 0.04912 0.00812
1983 65,630,492 .040000 0.04458 0.00442
1984 58,341,333 .030000 0.04281 0.00803
1981 87,575,996 .059120 0.0756086 0.00779
1982 75,565,483 .0405680 0.00384 0.0002¢
1983 94,850,800 .040000 0.00827 0.00823
1084 102,446,485 .030000 0.05686 0.00744
1881 34,319,500 .040000 0.04873 0.01181
1982 32,754,359 .040000 0.04901 0.00879
1983 37,207,756 .040000 0.05651 0.01261
1984 36,043,708 .030000 0.05763 0.00028
1981 99,068,525 .001475 0.03589 0.00427
1982 93,824,080 .065737 0.04055 0.00477
1983 95,619,062 .040000 0.03737 0.00545
1984 93,253,012 .030000 0.03455 0.00450
1981 26,751,644 .043153 0.05157 0.01339
1982 25,837,630 .041577 0.04520 0.00799
1983 25,020,887 .040000 0.07881 0.01853
1984 27,859,366 .030000 0.05834 0.01127
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Aule A Disaliowance *

Annugl
(it positive)

932,275

-13,374,327
1,798,388
21,219,409
24,588,799

-1,524,378
-484,837
857,464
200,218

1,004,170
2,071,598
1,885,017
2,625,240

12,816
-63,438
-226,236
-10,802

1,754,674
-30,708
264,029
747,352

1,395,962
2,876,272
2,770,695
2,781,713

200,810
324,596
614,300
903,125

-5,508,724
-2,365,608
-292,358
424,301

225,168

93,610
971,080
783,086

Cumulated

2,068,588

(]
1,796,368
23,015,877
47,804,676

0

0

857,464
1,140,878

1,004,170
3,075,768
4,731,882
7,358,922

12,818
12,818
12,018
12,0168

1,754,674
1,754,674
2,009,502
2,758,855

1,995,052
3,971,223
6,741,018
9,493,631

299,610
624,208
1.238,508
2,291,830

- Q0O

424,30

225,168
318,777
1,200,837
2,073,704

RULE D
Annual Values {

Cash Book Fed Contrib A-hat sigma(D) Cash Book Total cv
4] 932,275 224,954,834 0.0810 1,111,157 V] 195,168 195,166 >1.00
Q0 -13,374,327 421,504,157 0.0805 2,368,853 0 -13,374,327 -13,374,327 0.18
[} 1,796,388 841,711,886 0.0879 4,091,865 0 -11,577,839 -11,577.939 0.35
10,730 21,200,749 1,258,352,151 0.0889 5,854,596 10,739 9,630,810 9,641,550 0.61
23,010,090 1,569,709 1,683,074,040 0.0883 6,808,827 23,029,830 11,200,520 = 34,230,349 0.20
0 -1,524,370 43,270,544 0.0825 2,704,842 0 -1,524,378 -1,524,378 >1.00
0 -484,8237 83,556,264 0.0508 2,737,038 [} -2,000,015 -2,000,015 >1.00
0 857,464 122,585,136 0.0805 2,772,902 1] -1,151,551 -1,151,551 »1.00
0 280,215 163,801,556 0.0546 2,796,583 1] -862,336 -862,336 >1.00
458,352 547,818 56,158,502 0.0784 333,020 456,352 547.818 1,004,170 0.33
1,768,287 303,308 100,742,006 0.0835 517,402 2,224,640 851,126 3,075,766 0.17
1,400,409 255,508 163,418,487 0.0794 872,728 3,625,048 1,106,634 4,731,682 0.14
2,525,171 100,070 218,203,912 0.0790 733,558 8,150,219 1,206,704 7,356,922 0.10
(/] 12,0186 11,868,284 0.0463 171,824 0 12,818 12,816 >1.00
(] -83,438 23,265,825 0.0418 192,636 ] -50,623 -50,623 »1.00
0 -226,236 35,248,087 0.0348 201,667 0 -276,859 -278,859 0.73
0 -10,692 46,998,580 0.0333 228,522 0 -287,552 -287,552 0.79
1,003,808 660,068 50,079,920 0.0895 401,743 1,093,808 660,868 1,754,674 0.23
-215,081 176,073 110,090,096 0.0708 508,779 877,945 836,941 1,714,886 0.30
162,104 92,645 165,729,580 0.0620 565,008 1,040,129 929,586 1,969,715 0.29
820,482 117,870 224,070,921 0.0570 836,751 1,689,611 1,047,458 2,717,087 0.23
273,713 1,122,239 87,575,398 0.0751 682,212 273,713 1,122,239 1,395,052 0.48
2,176,439 308,833 163,140,879 0.0790 924,664 2,450,152 1,521,072 3,871,223 o0.23
2,190,075 871,620 267,800,768 0.0754 1,272,153 4,649,227 2,002,892 6,741,918 0.19
2,404,849 346,863 360,247,253 0.0702 1,483,012 7,054,076 2,430,555 9,493,631 o0.18
0 290,810 34,319,580 0.0487 405,314 0 299,610 299,810 >1.00
0 324,596 67,073,039 0.0493 497,164 0 624,208 624,208 0.80
113,081 500,310 104,281,604 0.0510 883,602 113,881 1,124,525 1,238,506 0.55
866,398 120,727 140,225,402 0.0534 760,639 980,379 1,251,252 2,231,630 0.34
0 -5,508,724 99,068,525 0.0359 423,023 0 -5,508,724 -5,508,724 0.08
0 -2,365,668 192,992,814 0.0382 618,172 0 -7,872,390 -7,872,380 0.08
0 -232,366 288,612,468 0.0380 806,996 0 -8,104,748  -8,104,746 0.10
[+] 424,301 381,865,478 0.0371 913,484 0 -7,680,445 -7.680,445 0.12
4] 225,168 26,751,544 0.0518 358,203 0 225,168 225,168 »1.00
[V] 93,810 52,580,174 0.0484 413,435 [+} 318,777 318,777 >1.00
267,968 703,003 77,610,041 0.0582 621,198 267,866 1,021,871 1,289,837 0.48
662,424 121,442 105,269,407 0.0583 695,023 930,301 1,143,313 2,073,704 0.34
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Table 3-9. Application of Rule D to states (continued)

; [ Annual Siatistics ] Rule A Dissllowance™
| STATE Year Fed Contrib Target R-hat s.e. Annuval Cumulated
(it positive)
| WA 1881 118,607,888 .058243 0.09333 0.01238 4,161,595 4,161,595
| 1982 119,737,415 .049122 0.06438 0.00685 1,826,953 5,088,548
| 1983 130,783,014 .040000 0.04775 0.00589 1,013,568 7,002,117
| 19684 147,030,923 .030000 0.04113 0.00526 1,638,454 5,838,571
COWL 1981 221,161,560 .087083 0.08238 0.00714  -1,040,217 0
: 1982 235,830,352 .083541 0.06479 0.00648 294,563 294,563
| 1983  275.681,151 .040000 0.05078 0.00882 2,068,114 3,260,877
| 1984 296,267,085 .030000 0.06802 0.00712 10,871,540 13,932,218
| WV 1981 41,068,618 088803 0.07361 0.01314 -623,955 0
| 1982 30,295,420 .064401 0.08245 0.00791 891,194 691,194
: 1983 38,464,472 .040000 0.020800 0.00814 -392,338 691,104
: 1984 52,053,559 .030000 0.04808 0.00833 957,400 1,640,585
wY 1981 4,235,182 .040000 0.13747 0.01261 412,003 412,803
1082 4,317,708 .040000 0.04771 0.01253 33,290 446,093
1983 5.590,715 .040000 0.07688 0.01584 206,186 652,278
1984 6,069,734 .030000 0.08559 0.01435 158,324 807,603
Tolal 1981 72,162,950 72,162,850
1982 94,967,568 167,130,516
1983 181,696,733 348,827,249
1984 230,009,209 578,926,548
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RULE D
Annual Values 1

Cash Book Fed Contrib R-hat sigma(D}) Cash Book Totai cv
1,750,036 2,411,559 118,607,888 0.0933 1,465,993 1,750,036 2,411,559 4,161,595 0.35
1,475,174 351,780 238,345,303 0.0788 1,679,841 3,225,209 2,763,339 5.988,548 028
736,884 276,685 369,128,317 00678 1,848,039 3,962,083 3,040,024 7.002,117  0.28
1,380,985 255,469 518,159,240 0.0602 2,003,339 5,343,078 3,295,483 8,638,571 0.23
(4] -1,040,217 221,181,560 0.0824 1,579,236 V] -1.040,217 -1,040,217 >1.00
0 204,563 457,020,812 0.0733 2,197,613 [+] -745,854 -745,654 >1.00
0 2,068,114 732,682,083 0.0648 2,056,515 [+] 2,220,460 2,220,480 >1.00
7,050,887 3,620,873 1,028,040,148 0.0852 3,550,963 7,050,887 5,841,334 12,802,001 0.28
] -823,955 41,088,81¢ 0.0738 538,642 [¢] -823,955 -623,855 0.86
0 691,194 79,364,045 0.0779 618,847 0 67,239 67,239 >1.00
0 -392,338 117,828,517 0.0822 662,381 0 -325,009 -325,089 >1.00
0 957,400 170,782,076 0.0578 742,385 0 632,301 832,301 >1.00
324,951 87,852 4,235,182 0.1375 53,406 324,951 87,852 412,803 0.3
-3,911 37,201 8,552,888 0.0922 76,020 321,040 125,053 446,093 0.17
139,250 66,936 14,143,603 0.0861 116,711 460,289 191,989 652,278 0.18
107,753 47,574 20,213,337 0.0770 145,629 568,042 239,560 807,603 0.18

28,800,797 -19,685,383 9,215,414

82,560,681 6,305,223 88,865,004

188,240,317 75,204,990 263,445,307

368,130,578 123,432,787 491,563,385

! *Computed by simple application of Rule A. For states AZ and TX, these differ from the disallowances actually assessed (see
\ Table 3—4), and for other states differ slightly from those shown in Table 3-4 because of variations in treatment of rounding errors.
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APPENDIX A

DESCRIPTION OF THE THREE TEST POPULATIONS
AND THE SAMPLING PROCEDURE USED IN SIMULATIONS

The test populations consist of the cases included in the Federal
subsamples for the year ending September 30, 1982, for three groups of states. The
states used were:

Population A: Illinois, New Jersey, Ohio, Pennsylvania
Population B: Maryland, Michigan, South Carolina, Texas

Population C: Arkansas, Colorado, Hawaii, Nebraska, Oregon,
West Virginia

For each test population, the states chosen provide a sample of approximately
1500 cases that could be used as a test population from which samples could be
drawn, with replacement, to study some of the characteristics of various sampling
and estimation procedures for AFDC.

The following tables give some of the characteristics of each of the
three test populations. Tables A-1 through A-3 provide summary measures.
Tables A-1A through A-3C list the individual cases, by type.

From each population, simple random samples simulating state QC
samples of various specified sizes were drawn in the following way. For each test
population, the cases for which payment errors (ineligible, overpayment, or
underpayment) were found by the state QC or by the Federal review were termed
"error cases." Let P denote the proportion of error cases in the population, and let n
denote the specified size of the state sample.

The number of error cases to be included in the state sample was
determined by a random draw from the binomial distribution whose parameters are

A-l
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Appendix A

P and n. That number of error cases was then drawn as a simple random sample,
with replacement, from the set of error cases in the test population.

For the balance of the state sample, no error cases were involved.
Consequently, the balance of the sample was drawn as a simple random sample of
payments from the normal distribution whose mean and variance are those of the
payments for the set of non-error cases of the population.

A Federal subsample of n’ was drawn from each state sample. Let pg

denote the proportion of error cases in the state sample that was selected. The
number of error cases to be included in the Federal subsample was determined by a
random draw from the binomial distribution whose parameters are pg and n*. That
number of error cases in the state sample was then selected for the Federal
subsample as a simple random sample, without replacement.

Subsamples of the non-error cases in the state sample did not have to
be drawn, since estimates of the average overpayment per case, or of its variance, do
not depend on the payment values of the non-error cases in the Federal subsample.

Except as otherwise specified, the statistics given in this report are based
on repeated simple random samples from the test populations. Listings of the
various results for each repetition of the sampling are available. Other sampling
and estimation procedures can be applied if desired.
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Westat, Inc.

Table A-1. Statistics for Population A

Type of case Number Percent
Total cases 1,478 100.00
Cases in which both the Federal and state findings were that there was
no payment error 1,266 85.66
Cases in which payment errors were found either by the state QC or the
Federal review 212 14.34
Cases which the state found ineligible. Table A-1A lists these cases,
showing the monthly payment and the Federal finding for each case.
In this table, underpayments are shown as zero (as they are treated in
the analyses). 62 4.19
Cases in which the state found no error or only underpayment error, and
for which the Federal review found an overpayment. Table A-2A lists
these cases, showing the monthly payment and the Federal finding. 49 3.32
Other cases in which the state found an overpayment error.
Table A-3A lists these cases, showing the monthly payment, the
state finding, and the Federal finding. 101 6.83
State Federal

Statistic

finding finding

Average monthly payment

Variance of monthly payment

Standard deviation of monthly payment
Coefficient of variation of payments
Average monthly overpayment

Variance of overpayments

Standard deviation of overpayments
Coefficient of variation of overpayments

Skewness (/0%

Kurtosis (1t/o4)
Percent of cases with overpayments

Correlation of state and Federal findings of overpayment errors

Regression coefficient for the regression of the Federal findings of
overpayment to the state finding

Overpayment error rate

296.22 --
64,892.93 --
254.74 --
0.86 --
17.19 21.62
3,762.48 4,970.75
61.34 70.50
3.57 3.26
n/a 3.80
n/a 17.70
11.03 12.65
828
952
.0730
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Table A-2. Statistics for Population B

Type of case Number Percent
Total cases 1,480 100.00
Cases in which both the Federal and state findings were that there was
no payment error 1,260 85.14
Cases in which payment errors were found either by the state QC or the
Federal review 220 14.86
Cases which the state found ineligible. Table A-1B lists these cases,
showing the monthly payment and the Federal finding for each case.
In this table underpayments are shown as zero (as they are treated in
the analyses). 76 6.14
Cases in which the state found no error or only underpayment error, and
for which the Federal review found an overpayment. Table A-2B lists
these cases, showing the monthly payment and the Federal finding. 43 291
Other cases in which the state found an overpayment error.
Table A-3B lists these cases, showing the monthly payment, the
state finding, and the Federal finding. 101 6.82
State Federal
Statistic finding finding
Average monthly payment 210.06 --
Variance of monthly payment 14,633.67 --
Standard deviation of monthly payment 120.97 --
Coefficient of variation of payments 0.58 --
Average monthly overpayment 15.04 16.69
Variance of overpayments 3,175.10 3,487.75
Standard deviation of overpayments 56.35 59.06
Coefficient of variation of overpayments 3.75 3.54
Skewness (3/0%) n/a 4.90
Kurtosis (/o) n/a 32.10
Percent of cases with overpayments 11.96 13.11
Correlation of state and Federal findings of overpa' yment errors 940
Regression coefficient for the regression of the Federal findings of
overpayment to the state finding .985
Overpayment error rate 0795
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Westat, Inc.

Table A-3. Statistics for Population C

Type of case Number Percent

Total cases 1,525 100.00
Cases in which both the Federal and state findings were that there was
no payment error 1,317 86.36
Cases in which payment errors were found either by the state QC or the
Federal review 208 13.64

Cases which the state found ineligible. Table A-1C lists these cases,

showing the monthly payment and the Federal finding for each case.

In this table underpayments are shown as zero (as they are treated in

the analyses). 68 4.46

Cases in which the state found no error or only underpayment error, and

for which the Federal review found an overpayment. Table A-2C lists

these cases, showing the monthly payment and the Federal finding. 54 3.54

Other cases in which the state found an overpayment error.

Table A-3C lists these cases, showing the monthly payment, the

state finding, and the Federal finding. 86 5.64

State Federal
Statistic finding finding

Average monthly payment 254.66 --
Variance of monthly payment 37,495.08 --
Standard deviation of monthly payment 193.64 --
Coefficient of variation of payments 0.76 --
Average monthly overpayment 13.66 16.87
Variance of overpayments 331203 4,365.03
Standard deviation of overpayments 57.55 66.07
Coefficient of variation of overpayments 4.21 3.92
Skewness (13/0%) n/a 4.50
Kurtosis (#/c%) n/a 24.70
Percent of cases with overpayments 10.10 11.21
Correlation of state and Federal findings of overpayment errors 809
Regression coefficient for the regression of the Federal findings of
overpayment to the state finding 928
Overpayment error rate 0662
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Table A-1A. Cases in Population A that state found ineligible, with Federal finding

Amount overpaid Amount overpaid
State Federal State Federal
129 129 270 270
250 250 318 318
153 153 302 302
©A 368 30 302
S0 368 250 250
250 250 125 ‘5
250 250 434 +34
302 302 319 0
348 348 273 273
273 273 273 273
360 360 273 273
137 137 360 360
273 273 263 263
360 360 216 216
360 360 216 216
360 360 216 216
273 273 216 0
360 360 216 216
350 350 216 216
273 273 111 111
216 216 263 263
216 216 131 131
216 216 395 395
216 216 321 kY3
m m 273 273
216 216 321 321
263 263 172 172
216 216 265 265
262 262 387 387
318 318 172 172
381 381 360 360

Total cases 62

Cases with Federal zero
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Westat, Inc.

Table A-1B. Cases in Population B that state found ineligible, with Federal finding

Amount overpaid Amount overpaid
State Federal State Federal
118 118 240 240

55 55 606 606
118 118 259 259
141 141 225 225
112 112 84 0

12 12 409 409
141 141 395 395
164 164 273 273

23 23 434 434
141 141 413 413

85 85 206 206
153 153 491 491
141 141 327 327
118 118 102 102
164 164 133 133
102 102 172 172
102 102 163 163
102 102 97 97
102 102 204 204

48 48 141 141
133 133 118 118
163 163 118 118
102 102 14 14
163 163 85 85
133 133 23 23

72 72 118 118
102 102 23 23
211 21 85 85
211 211 230 230
270 270 295 295
247 247 67 67
326 326 355 355
326 326 270 270
134 134 211 211
211 211 211 211
21 211 247 247
211 211 326 326
295 295 326 326

Number of cases 76
Cases with Federal zero 1
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Table A-1C. Cases in Population C that state found ir:=!igible, with Federal finding

Amount overpaid Amount overpaid
State Federal State Federal
140 140 98 98
122 122 116 116
122 122 186 186
89 89 140 140
247 247 59 59
247 247 86 86
283 83 415 415
247 247 247 247
63 0 222 222
50 50 224 224
168 168 390 390
185 185 365 365
523 523 420 420
175 175 420 420
375 375 45 45
468 468 560 560
72 72 240 240
155 155 560 560
86 86 231 231
286 286 409 409
547 547 58 58
480 480 206 206
286 0 206 206
286 286 206 206
134 134 206 206
164 164 249 249
54 54 164 164
86 86 122 122
164 164 179 179
164 164 10 10
164 164 142 142
164 164 122 122
164 164 100 100
164 164 140 140
Total cases 68
Cases with Federal zero 2
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Westat, Inc.

Table A-2A. Cases in Population A for which the state found no error or only underpayment

Federal Federal
Payment Ineligible |Overpayment Payment Ineligible Overpayment
302 302 221 0
240 12 236 0
236 236 250 250
360 87 302 302
195 68 357 0
360 132 236 0
414 414 334 165
234 0 477 477
174 0 413 413
324 324 324 100
216 105 263 245
263 263 216 216
%0 0 131 0
327 189 263 47
216 101 327 64
216 216 327 327
224 0 263 263
216 0 48 0
175 175 438 57
113 0 194 0
381 63 404 153
381 381 337 21
438 57 214 140
265 0 223 0
321 0
Total cases 49
Federal finding:
No overpayment cases 16
Ineligible cases 15

Other overpayment cases 18
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Table A-2B. Cases in Population B for which the state found no error cr only underpayment

Federal Federal
Payment Ineligible | Overpayment Payment Ineligible Overpayment
118 11 314 0
118 50 395 35
141 23 450 0
23 0 249 0
107 0 318 0
133 133 306 0
133 133 223 0
102 102 182 0
72 72 314 0
44 0 383 0
193 31 204 32
113 0 236 44
94 0 133 133
326 284 106 0
270 270 118 10
422 422 118 118
225 0 118 0
502 0 118 118
29 0 131 131
205 0 326 28
305 0 270 270
386 56
Total cases 43
Federal finding:
No overpayment cases 21
Ineligible cases n

Other overpayment cases 11
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Table A-2C. Cases in Population C for which the state found no error or only underpayment

Federal Federal
Payment Ineligible |Overpayment Payment Ineligible Overpayment
83 48 59 0
247 0 116 116
130 0 264 0
76 0 62 0
434 0 856 856
375 375 56 0
297 0 48 48
57 0 210 210
280 10 350 350
140 0 286 286
190 79 436 39
150 0 257 200
355 355 286 177
33 0 239 140
286 0 177 117
150 150 134 134
286 286 176 0
253 0 164 17
204 0 136 82
361 278 176 30
286 286 134 0
339 199 122 3
547 67 100 0
69 0 51 51
98 0 20 0
65 0 100 100
161 0 173 0
Total cases 54
Federal finding:
No overpayment cases 26
Ineligible cases 14
Other overpayment cases 14
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Table A-3A. Cases in Population A for which the state found eligible but overpayment

T
Federal Federal
State : ] State J
Payment |overpaymeny Ineligible [Overpaymen{y Payment }overpaymenf Ineligible | Overpayment
250 98 98 326 23 287
302 52 52 478 40 40
250 17 170 381 “3 63
250 170 12 536 3 536
302 62 62 395 51 51
225 192 192 264 89 89
225 72 72 714 200 200
80 9 9 368 9 58
649 424 424 309 52
153 73 73 250 24
302 52 52 250 170
237 65 65 242 40 4y
250 30 30 368 66 6¢
502 60 60 302 222 222
236 56 56 700 51 51
468 54 54 302 52 52
360 87 87 284 80 80
246 136 0 378 54 54
360 87 0 414 54 54
188 166 1¢% 414 54 54
414 54 54 522 54 54
522 54 54 360 90 gn
273 136 136 31 65 15
273 136 136 414 54 0
273 136 136 246 136 136
273 136 136 180 41 41
360 87 0 263 47 0
360 91 91 216 99 216
414 141 141 127 63 63
414 141 241 263 37 37
263 47 47 206 131 131
262 64 64 200 64 64
164 14 14 216 105 105
263 51 31 263 47 47
475 148 148 7 64 64
1105 104 104 167 18 18
263 152 152 341 84 84
263 47 47 424 43 43
327 64 64 384 63 63
381 301 301 481 43 43
302 47 47 335 73 73
536 98 98 253 12 0
286 55 55 385 63 63
438 120 120 438 194 194
451 144 119 94 43 43
381 63 63 327 73 73
318 129 129 74 34 34
441 13 13 262 90 90
436 57 57 224 220 220
234 46 0 84 22 22
318 86 44

101 cases, of which 7 showed no Federal overpayment
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Westat, Inc.

Table A-3B. Cases in Population B for which the state found eligible but overpayment

Federal Federal
State State
Payment |overpaymeny] Ineligible |Overpaymen§ Payment overpuymen+ Ineligible | Overpayment

139 63 0 318 11 11
121 43 121 568 76 76
118 47 47 354 106 106
164 14 37 106 87 87
110 12 12 327 68 68
183 53 62 568 76 76
102 28 28 418 76 76
184 21 21 406 59 59
163 129 129 506 18 56
193 127 127 253 9 9
270 177 112 421 13 11
685 42 42 276 23 0
211 79 73 241 52 241

270 111 117 451 51 51
270 59 70 372 31 31
211 91 91 190 51 51
270 50 41 439 112 112
326 266 266 305 21 0
270 141 141 297 33 33
270 59 59 607 74 74
211 91 91 543 238 17
222 56 60 102 30 30
553 31 31 223 30 30
404 20 20 102 17 17
306 105 105 163 17 17
640 17 17 72 18 18
348 206 206 133 32 32
421 73 73 218 14 14
601 316 316 82 34 23
360 75 75 164 120 120
206 116 116 141 46 46
51 13 13 164 16 16
487 73 0 118 70 70
405 162 162 118 63 63
548 74 48 118 63 63
395 67 68 164 31 31
530 97 97 118 30 30
478 50 50 164 108 108
511 83 83 81 23 23
203 83 83 141 23 23
576 19 19 69 32 32
460 320 320 164 62 62
620 595 595 85 32 32
641 208 208 510 56 56
305 75 75 131 5 9
403 32 32 298 252 252
296 67 67 295 65 65
274 85 85 230 90 90
458 28 28 270 59 70
327 193 193 326 266 266
292 67 67

101 cases, of which 4 showed no Federal overpayment
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Table A-3C. Cases in Population C for which the state found eligible but overpayment

Federal Federal
State State
Payment overpaymen‘# Ineligible |Overpaymen{ Payment |overpaymeny Ineligible | Overpayment

122 105 105 59 49 49
450 137 137 140 39 0
308 152 152 253 63 63
247 227 227 253 83 83
183 94 94 247 62 62
247 158 158 379 61 61

91 6 6 379 55 0
383 78 78 379 105 108
247 67 67 543 47 47
214 17 17 298 59 66
189 28 28 359 84 84
313 66 66 468 120 120
247 6 6 531 63 63
546 15 15 474 19 19
546 396 396 336 112 112
546 15 15 222 81 81
521 468 0 373 53 53
128 39 39 350 106 106
254 17 17 390 93 93
546 78 78 410 78 44
334 77 77 122 63 63
420 70 70 448 25 25
490 210 210 118 22 0
420 80 0 350 70 350
350 70 70 174 10 0
164 18 0 286 200 200
203 9 0 339 43 48
301 8 8 403 33 33
323 15 15 376 30 30
763 55 55 266 18 18
286 200 200 222 19 19
329 53 33 212 52 52
281 75 75 134 116 116
134 44 44 134 44 44
164 43 43 98 66 66
164 18 18 206 30 30

90 64 64 90 17 90
215 39 39 206 42 42
164 30 30 76 10 10
206 42 42 142 32 32
206 148 148 100 49 49
206 148 148 100 17 17
164 25 0 72 10 10

86 cases, of which 9 showed no Federal overpayment
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APPENDIX B

EVALUATION OF THE REGRESSION AND DIFFERENCE ESTIMATORS

Classical regression analysis assumes a linear relationship between the
dependent and the independent variables, and that the dependent variable is (at
least approximately) normally distributed for each value of the independent
variable. As noted earlier in this report (Section 2.2), the requirements of classical
regression analysis are reasonably well satisfied in the application of the regression
estimator when one considers the fact that the "independent” variable is the Federal
subsample mean of the error per case as determined by the state review and the
"dependent” variable is the mean error per case as determined by the Federal re-
review for the cases in the same subsample. Relationships between these means
were illustrated in Section 2.2 (Figure 2-1) by scatter diagrams for 1000 samples
drawn from Test Population A for each of four sample sizes. We include here
similar scatter diagrams for the other two test populations which we have examined
(Figures B-1 and B-2).

We emphasize that the linearity is not required for the regression
estimator to be consistent (i.e., unbiased in large enough samples). However, the
close approximation to linearity that is illustrated in the figures leads to negligible
bias even for the smallest sizes of Federal subsamples. A little algebra brings out
how the bias decreases with sample sizes, and becomes negligible for large enough
samples.

The regression estimator of the mean error per case is
" =x +b(F -¥).

Then, conditional on the state sample S, the expected value of X" is
EG'IS) =x +E{b(y -3)1s}

B-1
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Figure B-1. Mean findings of dollar error per case in 1000 independent samples for each of four sample

sizes, Population B
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and therefore over all possible state samples,
E") = X +Ee{v(y -y)Is}.
Thus, the bias of X" as an estimate of X is

EE{b(y -y)Is}.

We note that

E{v'(F7 -3) s} =-cov(pyls)

= Pry1s Ovis Oy'is

Since each of these standard deviations is of order 1/ \J;_ and the correlation
coefficient is no greater than 1 in absolute value, the bias is of order no greater than
1/n'. Thus, .- 2 bias decreases with increases in the size of the Federal subsample
and is negligible for sufficiently large samples.

Also, since the bias of x" (and of ﬁ) is of the order #, and the standard error

is of the order TL— , the ratio of the bias to the standard error de.-eases with
n

increasing sample size and is negligible for large enough samples.

We have also examined the distribution of the residuals, d;=x";-(a+by"),
for the lines of regression shown in Figure 2-1 in Chapter 2, and in Figures B-1 and
B-2 above. The coefficients a and b of the regression line are computed from the
known population parameters. Summary measures for the distributions of the 1000
residuals are given in Table B-4 for each of the four sample sizes for the three test
populations. The summary measures in the table are defined as follows:

Mean d = X d;/1000
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Standard deviation o = [Z (di-a)z/ 1000]1/ 2

X (4;-d8
Skewness —Tooo -/ o’

K i X (d; - d)¢
urtosis 1000 /

It is seen from the measures of skewness and kurtosis that the
distributions show some moderate departure from normal, but are reasonably close
to the values for a normal distribution of 0 for skewness and 3 for kurtosis.

B.1 Comparison of the Regression and Difference Estimators

We initially had some concern that the approximations that are
involved in the regression estimator and the estimator of its variance may not be
totally satisfactory because of the relatively small sizes of the Federal subsamples.
The so-called difference estimator, on the other hand, provides unbiased estimates
for any sample size and an unbiased estimate of its variance is available. We have,
therefore, on occasion, considered the use of the difference estimator to replace the
regression estimator. To compare these alternative estimators in the context of the

AFDC quality control program, we have simulated sampling from Population A,
described in Appendix A.

The regression estimator R is defined by

R ={X+bF-7}/1
and the difference estimator R is defined by

R ={x+k(F-y)}/t

where
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X' = Zx;/n' is the average overpayment in the Federa. subsample whose size
is n', the average being computed over all cases in the
subsample, regardless of whether there was an overpayment, as
determined by the Federal review;

y = Zy;/n is the average overpayment in the state QC sample whose size is
n, as determined by the state review;

y' = Zy;/n’ is the average overpayment in the Federal sample, as

determined by the state (C review;

b = Z(x; x)y;-y)/Z(y;- )2

Xir Yi

is an estimate of the regression coefficient, as estimated from the
Federal subsample;

is a constant which, if it were equal to the true value of the
regression coefficient, would minimize the variance of the
difference estimator;

denote respectively the Federal and state determination of the
overpayment for case i;

is the average AFDC payment per case in the state C sample.

From Population A, 1000 samples were drawn using simple random
sampling (see Appendix A) for various sample sizes to simulate state QC samples,
and from each sample a simple random subsample was drawn to simulate a Federal
subsample. For each sample, the regression estimate and three difterence estimates
using three values of the constant k were computed, as well as the appropriate
estimates of their variances. The standard error of the regression estimate R is

estimated by

SR

s, {(1-1X(1-n'/n))/n'}1/2 / 1
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and the standard error of the difference estimate R for a given value of k is
estimated by

st = {(1-0/n)(sy + K25, - s 8. ) /v + 52/n)12,

where

sy = Z(x-%)2/ (1)

is the unit variance of overpayments as determined by the Federal
review for the cases in the Federal subsample, and

sy = Zly 7%/ (ne-1)

is the unit variance of overpayments as determined by the state QC
review for the cases in the Federal subsample.

Results of the simulation comparing the estimators are shown in
Tables B-1 and B-2.

The true value of the overpayment error rate in Population A is .0730.
Table B-1 shows that the average value of R, estimated from the 1000 independent
samples is very close to the true value for each of the three sample sizes. This
indicates, as discussed more fully below, that the bias, if any, of the regression
estimator is trivial for this population, even for the small sample sizes considered.

The fact that the average values of the difference estimates R differ slightly from the

true value is due to sampling variation, for the difference estimator can be shown to
be unbiased.

Table B-2 shows, for each of the four estimators and for each of the
three sample sizes, the variance (i.e, the square of the standard error) of the
estimated payment error rate, the average of the estimated variances given by the
formulas above, and the standard deviation of the estimated variances. We note
that the variances, estimated by 1000 repetitions of the sampling procedure, differ
very little among the four estimators, for each of the sample sizes. The average of
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the variance estimates also appears to differ little among the four estimators of the
payment error rate. The fact that the average of the variance estimates is slightly
smaller than the estimate of the true variance is attributable to sampling variation,
since the variance estimator for the difference estimator of the payment error rate
can be shown to be unbiased. For each size of sample, the four estimates of the
payment error rate and of its variance were made from the same sample and hence
are expected to be similar. The reasonable interpretation of these results is that the
bias of the estimator of the variance of the regression estimate is trivial.

We note also that the standard deviation of the estimated variance
increases with a decrease in the sample size, approximately as predicted by statistical
theory.

B.2 Validity of the Regression Estimator

Examination of Table B-3 indicates that while the average value of the
estimated payment error rate is very close to the population value, in 11 of the
12 independent estimates the average value is somewhat less than the true payment
error rate for the population. The largest of the individual differences is 2.3 times its
estimated standard error. These results suggest a small downward bias of the
regression estimator. However, the indicated biases are all so small that they
contribute trivially (less than 1 percent) to the mean square error, and are so small
that they can be neglected. There is no such indication of a bias in the estimates of
the standard error of the estimated payment error rate.

We emphasize that the absence of appreciable bias in the regression
estimator or in the estimator of its variance does not suffice to ensure that the
estimator of the payment error rate is satisfactory. The variability of the estimated
variance is quite large, as can be seen from the simulation results presented in
Table B-3. Hence, much of the variation of the standard error between years for a
given state, and much of the variation between states in a given year, may be due
simply to sampling error.
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Various sample sizes have been used in this appendix and elsewhere
in this report. One set of sample sizes, in particular,

n = 1200 n' = 180
n = 500 n'= 80
n= 300 n= 50

was used in initial analyses. The largest of these sample sizes was intended to
approximate the six-month sample sizes in use in the larger states. The smaller
sample sizes were chosen to evaluate results with small Federal sample sizes even
smaller than those in use. Later, in order to approximate more nearly many of the
annual sample sizes currently in use in AFDC, additional sample sizes were used in
the simulations, as follows:

n = 2400 n' = 360
n = 1200 n' = 360
n = 880 n' = 260
n = 350 n' = 160

These sample sizes were generally used in the more recent analyses.

Similarly, Population A was the only test population that was defined
initially. Many of the earlier simulations used only that test population. Later, Test
Populations B and C were defined, in order to examine the stability of the
conclusions for various populations. Generally, the conclusions were found to be
very similar for the test populations, and consequently, some of the analyses were
limited to one or two test populations.

However, many of the simulations and analyses were carried through
for all three test populations. For example, Tables C-2A through C-2C in
Appendix C show a number of comparable simulation results for all three test
populations. From those tables, we summarize in Table B-3 the regression estimates
of the overpayment error rate for each of four sample sizes for each of the three test
populations, and their estimated standard errors, and comparisons can be made
with the true overpayment error rates that are being estimated.
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Table B-1. Average values of the estimated payment error rate R and its estimated standard deviation

based on 1000 independent samples from Population A, - estimator and sample size

Average Standard Average Standard Average Standard
A A A

Estimator R deviation R deviation R deviation

Regression 0.0727 0.0118 0.0727 0.0176 0.0773 0.0228
Difference

k=1 0.i. 28 0.0117 0.0728 0.0173 0.0725 0.0222
k=9 0.0728 0.0118 0.0727 0.0173 0.0726 0.0223
k=.8 0.0728 6.0120 0.0726 0.0176 0.0727 0.0228
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Table B-2. Variance of the estimated payment error rate and the average of estimates, by estimator and
sample size (based on 1000 independent samples from Population A)

Sample size Sample size Sample size
n=1200, n'=180 n=500, n'=80 n=300, n'=50
Standard Standard Standard
Average | deviation Average | deviation Average | deviation
variance of variance of variance of
Estimator Variance | estimate | variance | Variance | estimate | variance | Variance | estimate | variance
Regression 1.39E-04 | 1.30E-04 | .6300E-04| 3.10E-04| 2.90E-04 | 2.06E-04| 5.20E-04 | 4.70E-04| 4.26E-04
Difference
k=1 1.37E-04 | 1.31E-04 | .6400E-04| 2.99E-04] 2.94E-04 | 2.08E-04 | 4.93E-04 | 4.79E-04| 4.33E-4
k=9 1.39E-04 | 1.31E-04 | .6300E-04| 2.99E-04| 2.94E-04 | 2.07E-04| 4.97E-04 | 4.79E-04 | 4.30E-04
k=8 1.44E-04 | 1.35E-04 | .6300E-04| 3.10E-04| 3.03E-04 | 2.07E-04 | 5.20E-04 | 4.94E-04] 4.30E-04
Average 1.40E-04 | 1.32E-04 | .6300E-04] 3.05E-04| 2.95E-04 | 2.07E-04 | 5.08E-04 | 4.81E-04| 4.30E-04
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Table B-3. Some summary statistics from 1000 simulations for Populations A, B, and C

Sample size Test population
n n' A B C

R 07297 .07945 06623

2400 360
& ' 07306 .07893 06592
85 .00025 .00023 00028
8 f 00792 .00736 .00872
7y 00791 .00713 00861
se. (5p) .00004 .00004 .00007
s.e. (sg) .00138 .00139 00227

1200 360
& 07245 .07906 .06601
6; .00027 .00026 .00030
&g .00839 .00807 .00937
9 .00884 .00895 00966
se. (5p) .00004 .00004 .00007
s.e. (sg) .00126 .00139 00214

880 260
3 07271 .07882 .06564
8z .00033 .00031 .00035
&g 01036 .00973 01091
sh 01033 .01040 01116
se. 5p) .00006 .00006 .00009
se. (sg) .00182 .00190 .00289
350 160

§ .07290 .07930 .06607
81 .00048 .00049 .00051
34 01513 01560 01624
7 01451 01544 01552
see. (sp) .00009 .00011 .00015
se. (sg) .00292 .00363 00471
Definitions: .
R True payment error rate " Estimated standard error of R for a single sample
R Estimated error rate for a single sample 'R Mean sstimate of the standard error of R
§  Moan value of 1000 estimates of R se(s3)  Estimated standard error of sg
5%  Estimated standard error of R se (%)  Estimated standard error of 3
a»; Esdmated standard error of §
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Table B-4. Summary measures for distribution of residuals, for regression of X’ on ¥’

Sample size
2400/360 1200/360 880/260 350/160
Population A
Mean 0.000 0.000 0.000 0.000
Standard deviation 2.044 2.043 2.491 3.052
Skewness 0.383 0.353 0.485 0.538
Kurtosis 3.398 3.084 3.045 3432
Population B
Mean 0.000 0.000 0.000 0.000
Standard deviation 1.029 1.008 1.173 1.532
Skewness 0.776 0.823 0.885 1.122
Kurtosis 3.681 3.872 3.900 4.444
Population C
Mean 0.000 0.000 0.000 0.000
Standard deviation 1.988 1.970 2.281 3.061
Skewness 0.480 0.572 0.636 0.845
Kurtosis 3.090 3.631 3.648 4.092
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APPENDIX C
COMPUTATION OF CONFIDENCE INTERVALS

Confidence intervals for the payment error rate are produced in the
current AFDC quality control program in the following way. An estimate of the
standard error of the estimated payment error rate is computed by the formula
given for sg in Section 1.1 of Chapter 1 (Equation (3)) and also in Appendix B. The
lower and upper bounds of the nominal confidence interval at a given confidence
level are defined by Rt SR, where, for example, t=1.96 for the 95 percent confidence
level and t=1.645 for the 90 percent confidence level. These values of the
coefficient t are appropriate if R were a mean estimated from a simple random
sample from a normal distribution, and sg its estimated standard error. This is a
commonly used procedure. Such confidence intervals are referred to as nominal
confidence intervals for the specified level of confidence (say 95 percent) because the
actual probabilities may not conform to the specified level of confidence.

Suppose that the samples were large enough that R and SR were
approximately normally distributed and also large enough that the coefficient of
variation of sg was small (say less than .02). For a nominal confidence level of
95 percent, these conditions are sufficient for the actual probability to be close to
2.5 percent that the lower bound of the interval is greater than the value being
estimated, 2.5 percent that the upper bound is less than the value being estimated,
and 95 percent that the value being estimated is between the bounds. Similar
statements hold for the 90 percent confidence interval. (See the attached Technical
Note for Appendix C.)

For the QC samples in use in AFDC, the distribution of R appears to be
reasonably close to normal, although still slightly skewed to the right and somewhat
more skewed for the smaller sample sizes (see Figure 2-2 in Section 2.3 of the
report). The distribution of sg is also skewed but still reasonably approaching
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normality (see Figure C-1). Moreover, and particularly relevant, is that the
coefficient of variation of sg is quite large, being several times larger than it would

be if the estimate R were the sample mean of a normally distributed variable based
on a sample of size n', and sg were the associated estimate of its standard error.
Also, R and sg are positively correlated. The results are not sensitive to that

correlation (which remains constant with increasing sample size), but are highly
sensitive to the coefficient of variation of sg (which decreases wi:h increasing

sample size).

Estimated values of the coefficient of variation Vsﬁ and of the

correlation 6 of R and sgp for the regression estimator, for various sample sizes,
drawn from Test Populations A, B, and C, are given in Table C-1.

Table C-1. Correlation of R and sR, coefficients of variation of s} and of B, estimated from
1000 independent samples of Test Populations A, B, and C, for various sample sizes

Sample sizes Population A Population B Population C
n n' n/n B Vsk B- P Vsﬁ E p Vsk B
2400 360 .15 75 .18 48 .66 .20 59 .68 27 106
1200 360 30 75 .14 29 62 .16 38 .66 22 71
880 260 30 76 .18 35 .61 .18 35 .68 .26 71
350 160 46 79 .20 27 67 24 38 71 30 59
1200 180 .15 77 25 46 .64 27 54 NA NA NA
500 80 .16 76 37 45 .67 .39 50 NA NA NA
300 50 17 78 48 47 .60 50 S1 NA NA NA

NA - not available.

These are estimated from 1000 independent samples for each population and for
each sample size. As expected, for a given population, and with some sampling

vari